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Outline
• I will discuss two examples of SUSY analyses and how 

they could be implemented in a phenomenology study

• I start with a simple cut&count case (SS Dilepton + 
btag)

• I then go to a combination of 6 mutually-exclusive 
razor analyses (Razor)

• For both I discuss how to derive the ingredients 
(efficiency and shape) and how to get the limit out

• When possible, I show a comparison between the 
outreach and the official results
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SS Dilep + Btag
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The SS+Btag Analysis
• Look for events with two jets

• Requite two SS leptons (any flavor)

• Ask for two btags

• Counting experiment in eight overlapping 
regions of the HT vs MHT plane

• Quote the best of the eight limits

6 6 Efficiencies and associated uncertainties

Table 1: A summary of the results of this search. For each signal region (SR), we show its most
distinguishing kinematic requirements, the prediction for the three background (BG) compo-
nents as well as the total, the event yield, and the observed 95% confidence level upper limit on
the number of non-SM events (NUL) calculated under three different assumptions for the event
efficiency uncertainty (see text for details). Note that the count of the number of jets on the first
line of the table includes both tagged and untagged jets.

SR0 SR1 SR2 SR3 SR4 SR5 SR6 SR7 SR8
No. of jets � 2 � 2 � 2 � 2 � 2 � 2 � 2 � 3 � 2
No. of b-tags � 2 � 2 � 2 � 2 � 2 � 2 � 2 � 3 � 2
Lepton charges ++ / � � ++ / � � ++ ++ / � � ++ / � � ++ / � � ++ / � � ++ / � � ++ / � �
Emiss

T > 0 GeV > 30 GeV > 30 GeV > 120 GeV > 50 GeV > 50 GeV > 120 GeV > 50 GeV > 0 GeV
HT > 80 GeV > 80 GeV > 80 GeV > 200 GeV > 200 GeV > 320 GeV > 320 GeV > 200 GeV > 320 GeV
Charge-flip BG 1.4 ± 0.3 1.1 ± 0.2 0.5 ± 0.1 0.05 ± 0.01 0.3 ± 0.1 0.12 ± 0.03 0.03 ± 0.01 0.008 ± 0.004 0.20 ± 0.05
Fake BG 4.7 ± 2.6 3.4 ± 2.0 1.8 ± 1.2 0.3 ± 0.5 1.5 ± 1.1 0.8 ± 0.8 0.15 ± 0.45 0.15 ± 0.45 1.6 ± 1.1
Rare SM BG 4.0 ± 2.0 3.4 ± 1.7 2.2 ± 1.1 0.6 ± 0.3 2.1 ± 1.0 1.1 ± 0.5 0.4 ± 0.2 0.12 ± 0.06 1.5 ± 0.8
Total BG 10.2 ± 3.3 7.9 ± 2.6 4.5 ± 1.7 1.0 ± 0.6 3.9 ± 1.5 2.0 ± 1.0 0.6 ± 0.5 0.3 ± 0.5 3.3 ± 1.4
Event yield 10 7 5 2 5 2 0 0 3
NUL (12% unc.) 9.1 7.2 6.8 5.1 7.2 4.7 2.8 2.8 5.2
NUL (20% unc.) 9.5 7.6 7.2 5.3 7.5 4.8 2.8 2.8 5.4
NUL (30% unc.) 10.1 7.9 7.5 5.7 8.0 5.1 2.8 2.8 5.7

Section 3. The event yields are consistent with the background predictions. In Table 1 we also
show the 95% confidence level observed upper limit (NUL) on the number of non-SM events
calculated using the CLs method [35, 36] under three different assumptions for the signal effi-
ciency uncertainty. This uncertainty is discussed in Section 6.

6 Efficiencies and associated uncertainties

Events in this analysis are collected with dilepton triggers. The efficiency of the trigger is mea-
sured to be 99 ± 1% (96 ± 3%) per electron (muon) in the range |h| < 2.4. The efficiency of the
lepton identification and isolation requirements, as determined using a sample of simulated
events from a typical SUSY scenario (the LM6 point of Ref. [37]), is displayed in Fig. 2. Studies
of large data samples of Z ! ee and Z ! µµ events indicate that the simulation reproduces the
efficiencies of the identification requirements to better than 2% [18, 19]. The efficiency of the
isolation requirement on leptons in Z events is also well reproduced by the simulation. How-
ever, this efficiency depends on the hadronic activity in the event, and is typically 10% lower in
SUSY events with hadronic cascades than in Z events. To account for this variation, we take a
5% systematic uncertainty per lepton in the acceptance of signal events.
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Figure 2: Lepton selection efficiency as a function of pT (left); b-jet tagging efficiency as a
function of the b quark pT (right).
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Figure 1: Top plot: distribution of Emiss
T vs. HT for the 10 events in the baseline region (SR0).

Note that the � 2 jets requirement in SR0 implies HT > 80 GeV. Bottom left plot: projection of
the scatter plot on the HT axis. Bottom right plot: projection of the scatter plot on the Emiss

T axis.
For the one-dimensional distributions, the number of events in each bin is scaled appropriately
to reflect units of events per 10 GeV and is compared with the background (BG) predictions,
with their uncertainties.
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Figure 1: Top plot: distribution of Emiss
T vs. HT for the 10 events in the baseline region (SR0).

Note that the � 2 jets requirement in SR0 implies HT > 80 GeV. Bottom left plot: projection of
the scatter plot on the HT axis. Bottom right plot: projection of the scatter plot on the Emiss

T axis.
For the one-dimensional distributions, the number of events in each bin is scaled appropriately
to reflect units of events per 10 GeV and is compared with the background (BG) predictions,
with their uncertainties.
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The SS+Btag Results

• No excess found

• Several models considered to put limits

• We will try to reproduce their A1 result for the specific case of m(χ0)=50 GeV
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The Theory Outreach
• Efficiency for each physics object, as a function of the pT of the 

generator-level particle

• Number of observed events, expected, and error on the expected

• A set of yield UL for different assumed errors, to calibrate the statistical 
method used offline

6 6 Efficiencies and associated uncertainties

Table 1: A summary of the results of this search. For each signal region (SR), we show its most
distinguishing kinematic requirements, the prediction for the three background (BG) compo-
nents as well as the total, the event yield, and the observed 95% confidence level upper limit on
the number of non-SM events (NUL) calculated under three different assumptions for the event
efficiency uncertainty (see text for details). Note that the count of the number of jets on the first
line of the table includes both tagged and untagged jets.

SR0 SR1 SR2 SR3 SR4 SR5 SR6 SR7 SR8
No. of jets � 2 � 2 � 2 � 2 � 2 � 2 � 2 � 3 � 2
No. of b-tags � 2 � 2 � 2 � 2 � 2 � 2 � 2 � 3 � 2
Lepton charges ++ / � � ++ / � � ++ ++ / � � ++ / � � ++ / � � ++ / � � ++ / � � ++ / � �
Emiss

T > 0 GeV > 30 GeV > 30 GeV > 120 GeV > 50 GeV > 50 GeV > 120 GeV > 50 GeV > 0 GeV
HT > 80 GeV > 80 GeV > 80 GeV > 200 GeV > 200 GeV > 320 GeV > 320 GeV > 200 GeV > 320 GeV
Charge-flip BG 1.4 ± 0.3 1.1 ± 0.2 0.5 ± 0.1 0.05 ± 0.01 0.3 ± 0.1 0.12 ± 0.03 0.03 ± 0.01 0.008 ± 0.004 0.20 ± 0.05
Fake BG 4.7 ± 2.6 3.4 ± 2.0 1.8 ± 1.2 0.3 ± 0.5 1.5 ± 1.1 0.8 ± 0.8 0.15 ± 0.45 0.15 ± 0.45 1.6 ± 1.1
Rare SM BG 4.0 ± 2.0 3.4 ± 1.7 2.2 ± 1.1 0.6 ± 0.3 2.1 ± 1.0 1.1 ± 0.5 0.4 ± 0.2 0.12 ± 0.06 1.5 ± 0.8
Total BG 10.2 ± 3.3 7.9 ± 2.6 4.5 ± 1.7 1.0 ± 0.6 3.9 ± 1.5 2.0 ± 1.0 0.6 ± 0.5 0.3 ± 0.5 3.3 ± 1.4
Event yield 10 7 5 2 5 2 0 0 3
NUL (12% unc.) 9.1 7.2 6.8 5.1 7.2 4.7 2.8 2.8 5.2
NUL (20% unc.) 9.5 7.6 7.2 5.3 7.5 4.8 2.8 2.8 5.4
NUL (30% unc.) 10.1 7.9 7.5 5.7 8.0 5.1 2.8 2.8 5.7

Section 3. The event yields are consistent with the background predictions. In Table 1 we also
show the 95% confidence level observed upper limit (NUL) on the number of non-SM events
calculated using the CLs method [35, 36] under three different assumptions for the signal effi-
ciency uncertainty. This uncertainty is discussed in Section 6.

6 Efficiencies and associated uncertainties

Events in this analysis are collected with dilepton triggers. The efficiency of the trigger is mea-
sured to be 99 ± 1% (96 ± 3%) per electron (muon) in the range |h| < 2.4. The efficiency of the
lepton identification and isolation requirements, as determined using a sample of simulated
events from a typical SUSY scenario (the LM6 point of Ref. [37]), is displayed in Fig. 2. Studies
of large data samples of Z ! ee and Z ! µµ events indicate that the simulation reproduces the
efficiencies of the identification requirements to better than 2% [18, 19]. The efficiency of the
isolation requirement on leptons in Z events is also well reproduced by the simulation. How-
ever, this efficiency depends on the hadronic activity in the event, and is typically 10% lower in
SUSY events with hadronic cascades than in Z events. To account for this variation, we take a
5% systematic uncertainty per lepton in the acceptance of signal events.
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Figure 2: Lepton selection efficiency as a function of pT (left); b-jet tagging efficiency as a
function of the b quark pT (right).

CMS provides the information in the paper to reproduce the analysis

7

The b-tagging efficiency on simulated data is also shown in Fig. 2 for b quarks of |h| < 2.4
and pT > 40 GeV. Study of a variety of control samples indicate that for collision data this
efficiency needs to be reduced by a factor of 0.96, independent of pT. This factor is applied to
the simulation of possible new physics signals, e.g., all the models of Section 8. The systematic
uncertainty on the b-tagging efficiency is 4% (15%) for jets of pT < 240 GeV (pT > 240 GeV).

The energies of jets in this analysis are known to 7.5% (not all the corrections described in
Ref. [21] were applied, since they have little impact on the sensitivity of this search). The un-
certainty on the jet energy scale has an effect on the efficiencies of the jet multiplicity, HT, and
Emiss

T requirements. The importance of these effects depends on the signal region and the model
of new physics. For example, for the Z0 model of Section 8.1, the uncertainty on the acceptance
of the SR2 requirements due to the imperfect knowledge of the jet energy scale is 8%. In general,
models with high hadronic activity and high Emiss

T are less affected by this uncertainty.

The total uncertainty on the acceptance is in the 12–30% range. Finally, there is a 2.2% un-
certainty on the yield of events from any new physics model due to the uncertainty in the
luminosity normalization [38].

7 Information for model testing

We have described a signature based search that finds no evidence for physics beyond the SM.
In Section 8 we will use our results to put bounds on the parameters of a number of models of
new physics. Here we present additional information that can be used to confront other models
of new physics in an approximate way by generator-level studies that compare the expected
number of events with the upper limits from Table 1.

The values of NUL for the different signal regions are given in Table 1 under different assump-
tions for the efficiency uncertainty. This is because, as discussed in Section 6, this uncertainty
depends on the model under test. The dependence of NUL on the acceptance uncertainty is
not very strong. Thus, for the purpose of generator-level model testing, the lack of precise
knowledge of the uncertainty does not constitute a significant limitation.
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Figure 3: Efficiency for an event to pass a given reconstructed Emiss
T or HT threshold as a

function of gen-Emiss
T or gen-HT. The efficiencies are shown for the thresholds used in defining

the signal regions.

The kinematic requirements on jets and leptons given in Section 3 are the first ingredients of the
acceptance calculation for a new model. Leptons at the hard-scatter level passing the kinematic
selection can be counted, and this count can be corrected for the finite lepton efficiencies shown
in Fig. 2, as well as the trigger efficiencies given in Section 6. Similarly, the number of jets

Lepton eff btag eff

MET HT

Tuesday, October 30, 12



The procedure

• Generate SUSY events for a given point of the SMS 
plane (I used pythia8 here)

• Reconstruct gen-jets (I used anti-Kt with R=0.5)

• Apply the analysis cuts at gen level

• Use hit OR miss to accept or reject the event

To get the signal efficiency

To evaluate the limit
• Derive a posterior for the signal yield in each 

region

• Convolute that with a given error on the signal 
(I used 305 everywhere)

• Compute a 95% upper limit integrating the 
posterior

• This gives the quoted right answer within one 
event (most probably due to binning effects)

| | δ
∞

Region quote UL my UL

SR0 10.1 9.8
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Comparison to official limit

8.3 Models with multiple top quarks and W-bosons from decays of bottom squarks 11

The assumption of model A1 is that the gluino is lighter than all the squarks, and that the stop
is the lightest squark. The dominant gluino decay channel would then be eg ! ttec0

1, mediated
by virtual top squarks. Model A2 is the same as model A1 but with top squarks light enough
to be on-shell. Both models result in ttttec0

1 ec0
1 final states, i.e., final states with as many as

four isolated high-pT leptons, four b quarks, several light-quark jets, and significant missing
transverse energy from the neutrinos in W decay and the LSPs. For Model A1, the parameters
are the gluino mass, m(eg), and the LSP mass, m(ec0

1). Model A2 has the stop mass, m(et1), as an
additional parameter.

These models are particularly interesting because naturalness arguments suggest that the top
squark should be relatively light. A possible SUSY scenario consistent with the initial data
from the LHC consists of a light stop, with all other squarks having evaded detection due to
their very high mass. Furthermore, in order to preserve naturalness, the gluino cannot be too
heavy either. Thus, the possibility of a relatively light gluino decaying predominantly into real
or virtual top squarks is very attractive; see Ref. [4] for a recent discussion.

Signal events for models A1 and A2 are generated with PYTHIA. We find that for a large range
of parameter space the most sensitive signal region is SR6. This is because these new physics
scenarios result in many jets and significant Emiss

T . Near the kinematic boundaries, where the
e
c

0
1 has low momentum, SR4 and SR5 tend to be the most sensitive.
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Figure 6: Left plot: exclusion (95 % CL) in the m(ec0
1) � m(eg) plane for model A1 (gluino decay

via virtual top squarks). Right plot: exclusion (95% CL) in the m(et1) � m(eg) plane for model
A2 (gluino decay to on-shell top squarks). The lines represent the kinematic boundaries of
the models. The regions to the left of the bands, and within the kinematic boundaries, are
excluded; the thicknesses of the bands represent the theoretical uncertainties on the gluino pair
production cross section from scale and parton distribution functions (pdf) variations. In the
case of model A2 we show results for m(ec0

1) = 50 GeV (red, with dashed lines for the kinematic
boundaries) and m(ec0

1) = 150 GeV (blue, with solid line for the kinematic boundary).

The limits on the parameter space of the A1 and A2 models are displayed in Fig. 6. These limits
are based on the next-to-leading-order (NLO) and next-to-leading-log (NLL) calculations of the
gluino pair production cross section [51–53].

8.3 Models with multiple top quarks and W-bosons from decays of bottom squarks

Here we study possible SUSY signals with pairs of bottom squarks decaying as eb1 ! tec�
1 and

e
c

�
1 ! W� e

c

0
1. The production mechanisms are (see Fig. 7):

• Model B1, sbottom pair production: pp ! eb1eb⇤
1

outreach limit

There is some problem somewhere, but a factor-three of (unfortunately on the 
“wrong” side) is not too bad for 1 day of work
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Razor
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The Razor Frame

11

• Two squarks decaying to quark and LSP. In 
their rest frames, they are two copies of 
the same monochromatic decay. In this 
frame p(q) measures MΔ

• In the rest frame of the two incoming partons, the 
two squarks recoil one against each other.

2 3 The Razor Analysis

3 The Razor Analysis45

The razor kinematics is based on the generic process of the pair production of two heavy parti-46

cles, each decaying to an unseen particle plus jets. This includes SUSY signals with complicated47

and varied decay chains, or the simplest case of a pair of squarks each decaying to a quark and48

an LSP. All such processes are treated on an equal footing by forcing every event into a dijet49

topology; this is done by combining all jets in the event into two megajets. When an isolated50

lepton is present, it can be included in the megajets or not as explained in [2]. For the 1 fb�1
51

analysis the trigger requirements, pileup conditions, and pile-up subtraction dictate that iso-52

lated electrons enter the megajet reconstruction as jets, while isolated muons are not included53

in the megajet reconstruction and mimic the contributions of neutrinos. The megajet recon-54

struction is thus based on a calorimeter-driven view of the events.55

To the extent that the pair of megajets accurately reconstruct the visible portion of the under-56

lying parent particle decays, the signal kinematics is equivalent to pair production of heavy57

squarks q̃1, q̃2, with q̃i ! jic̃i, where the c̃i are LSPs and ji denotes the visible products of the58

decays. For simplicity we will use the approximation that the ji are massless.59

The standard computation of the cross section for such a process uses a parameterization of the60

phase space and the matrix element extracted from consideration of three preferred reference61

frames: the rest frames of the two squarks and the center of mass (CM) frame.62

In the rest frame of the ith squark, the 4-momenta of the squark and its decay products have63

the simple form64

pq̃i = Mq̃(1, 0) , (1)

pji =
MD

2
(1, ûi) , (2)

pci =
MD

2
(

1
bD

, �ûi) , (3)

where the ûi are unit vectors in the directions of the visible decay products,65

MD ⌘
M2

q̃ � M2
c̃

Mq̃
= 2Mc̃gDbD , (4)

and bD is the boost parameter to the rest frame of the LSP c̃i. The other preferred frame is the66

q̃1q̃2 CM frame, with67

pq̃1 = gCM Mq̃ (1, bCMûq̃) , (5)
pq̃2 = gCM Mq̃ (1, �bCMûq̃) , (6)

where ûq̃ is a unit vector in the direction of the first squark, and bCM is the boost parameter68

from the CM frame to the q̃1 rest frame. In the CM frame the energies of the visible decay69

products can be written70

Ej1 =
gCM MD

2
(1 + bCMûq̃ · û1) , (7)

Ej2 =
gCM MD

2
(1 + bCMûq̃ · û2) . (8)

• In the lab frame, the two squarks are 
boosted longitudinally. The LSPs 
escape detection and the quarks are 
detected as two jets

→

If we could see the LSPs, we could 
boost back by βL, βT, and βCM

In this frame, we would then get 
|pj1| = |pj2|

Too many missing degrees of 
freedom to do just this

βL

→
βT

x

y

x

y

z

y
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The Razor Frame
• In reality, the best we can do is to compensate the missing degrees of 

freedom with assumptions on the boost direction

12

- The parton boost is forced to be 
  longitudinal
- The squark boost in the CM frame is 
  assumed to be transverse 

• We can then determine the two 
by requiring that the two jets 
have the same momentum after 
the transformation

• The transformed momentum 
defines the MR variable

pj1

pj2

p*j1

p*j2

pRj1

pRj2

-βLR*

RAZOR
 CONDITION

|pRj1|= |pRj2|

-βTCM

βTCM

4 3 The Razor Analysis

The problem with the conventional parameterization of this process is that, with two unseen111

LSPs, there are not enough experimental observables to reconstruct any of the three reference112

frames just described. This is true even in the absence of initial state pT (as will now be assumed113

throughout), where the CM frame is just a longitudinal boost from the lab frame.114

The strategy of the razor analysis is to approximate these unknown frames with a razor frame115

that is defined unambiguously from measured quantities in the lab frame. Event by event,116

razor frame observables then estimate the scales MD and gCM MD seen above.117

A razor frame is defined by finding a longitudinal boost from the lab frame to a frame where118

the visible energies can be written in terms of an overall scale that is manifestly invariant under119

longitudinal boosts. This then defines a razor frame where the scale of the visible energies is set120

by a quantity that should approximate gCM MD in the (unknown) CM frame. Such longitudinal121

boosts are very special; in fact there are only two independent ones:122

bR ⌘
Ej1 � Ej2

pj1
z � pj2

z
, (9)

bR⇤
L ⌘ pj1

z + pj2
z

Ej1 + Ej2
. (10)

The first razor boost bR defines the R frame where the visible four-momenta reduce to123

pj1 =
MR

2
(1, ûR

1 ) , (11)

pj2 =
MR

2
(1, ûR

2 ) , (12)

where MR is the longitudinal boost invariant124

MR ⌘ 2|~pR
j1 | = 2|~pR

j2 | = 2

vuut (Ej1 pj2
z � Ej2 pj1

z )2

(pj1
z � pj2

z )2 � (Ej1 � Ej2)
2

. (13)

In the limit that bCM is small (production near threshold), this MR is a direct estimator of the125

SUSY mass scale MD. More generally MR is an estimator of gCM MD, the quantity that sets the126

scale for the visible CM energy. A drawback of the R frame construction is that bR as defined127

by (9) is not guaranteed to have magnitude less than unity; this means that for some fraction of128

events gR is either imaginary or singular and the razor method cannot be applied.129

The second razor boost bR⇤
L defines the R⇤ frame where the visible four-momenta reduce to130

pj1 = (
1
2
(MR � (~pj1

T � ~pj2
T) · ~Emiss

T
MR

), pj1
T, pz) , (14)

pj2 = (
1
2
(MR +

(~pj1
T � ~pj2

T) · ~Emiss
T

MR
), pj2

T, �pz) , (15)

where MR is the longitudinal boost invariant131

MR ⌘
q

(Ej1 + Ej2)
2 � (pj1

z + pj2
z )2 , (16)

and the longitudinal momentum pz is determined from the massless on-shell conditions. Ob-132

viously the R⇤ frame always exists since the magnitude of bR⇤
L is less than unity. Here again MR133
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The Razor Variable
• MR is boost invariant, even if defined from 

3D momenta

• No information on the MET is used

• The peak of the MR distribution provides 
an estimate of MΔ

• MΔ could be also estimated as the “edge” 
of MTR

• MTR is defined using transverse quantities 
and it is MET-related

• The Razor (aka R) is defined as the ratio 
of the two variables 

13

5

as defined by (16) is an estimator of gCM MD. It is also possible in this construction to obtain134

a direct estimator of MD, by introducing a transverse boost along the direction of ~Emiss
T , with135

boost parameter136

bR⇤
T ⌘ (pj1

T)2 � (pj2
T)2

MREmiss
T

. (17)

Performing this boost on (14), and the opposite boost on (15), the visible 4-momenta reduce to137

pj1 =
MR⇤

2
(1, ûR⇤

1 ) , (18)

pj2 =
MR⇤

2
(1, ûR⇤

2 ) , (19)

where MR⇤ = MR/gR⇤ .138

The next step of the razor strategy is to define a transverse observable that can also serve as139

an event-by-event estimator of the underlying scale MD. As usual for transverse quantities we140

expect MD to be related to a kinematic edge rather than a peak.141

Several choices of the transverse observable are plausible. To the extent that events match the142

assumed topology, the maximum value of the scalar sum of the megajets transverse momenta143

(p1
T, p2

T) is MD. The maximum value of the Emiss
T is also MD. Especially useful is MR

T , a kind of144

average transverse mass whose maximum value for signal events is also MD:145

MR
T ⌘

s
Emiss

T (pj1
T + pj2

T ) � ~Emiss
T ·(~p j1

T + ~p j2
T )

2
. (20)

Given a global estimator MR and a transverse estimator MR
T , the razor dimensionless ratio is146

defined as147

R ⌘ MR
T

MR
. (21)

Signal events are characterized by the heavy scale MD, while backgrounds are not. Qualita-148

tively we expect MR to peak for the signal over a steeply falling background. Thus the search149

for an excess of signal events in a tail of a distribution is recast as a search for a peak on top of150

a steeply falling Standard Model residual tail.151

To extract the peaking signal we need first to reduce the QCD multijet background to manage-152

able levels. This is achieved by imposing a threshold value for R. Recall that for signal events153

MR
T has a maximum value of MD (i.e. a kinematic edge); thus R has a maximum value of ap-154

proximately 1 and the distribution of R for signal peaks around 0.5. These properties motivate155

the appropriate kinematic requirements for the signal selection and background reduction. We156

note that, while MR
T and MR measure the same scale (one as an end-point the other as a peak),157

they are largely uncorrelated for signal events as shown in Figure 1.158

4 Analysis Path159

In both simulation and data, the distributions of SM background events are seen to have a160

simple exponential dependence on the razor variables R and MR over a large fraction of the161
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From DiJet To MultiJets
• The “new” variables rely on the dijet

+MET final state as a paradigm

• All the analyses have been extended 
to the case of multijet final states 
clustering jets in two hemispheres 
(aka mega-jets)

Several approaches used
- minimizing the HT difference between the mega-jets (aT CMS)
- minimizing the invariant masses of the two jets (Razor CMS)
- minimizing the Lund distance (MT2 CMS)
- ... 

2 2 Definition of MT2 and interpretation

2 Definition of MT2 and interpretation
The variable MT2 or stranverse mass was introduced [2] to measure the mass of primary pair-
produced particles in a situation where both ultimately decay into undetected particles (e.g.
neutralino LSPs) leaving the event kinematics underconstrained. It assumes that the two pro-
duced sparticles give rise to identical types of decay chains with two visible systems defined
by their transverse momenta, ~p vis(i)

T , energies Evis(i)
T , and masses mvis(i). They are accompanied

by the unknown LSP transverse momenta, pc(i)
T . The MT2 variable is defined as

MT2(mc) = min
pc(1)

T +pc(2)
T =pmiss

T

h
max

⇣
m(1)

T , m(2)
T

⌘i
, (1)

where mT is the transverse mass of a sparticle decaying to a visible system and its correspond-
ing LSP

(m(i)
T )2 = (mvis(i))2 + m2

c + 2
⇣

Evis(i)
T Ec(i)

T � ~p vis(i)
T · ~p c(i)

T

⌘
(2)

with the LSP mass mc remaining as free parameter. A minimization is performed on trial LSP
momenta fulfilling the E/T constraint. For the correct value of mc, the distributions of M(i)

T
have an endpoint at the value of the primary sparticle mass (similar to the transverse mass
distribution for W ! ln decay). The largest of the two M(i)

T values can thus be chosen without
overshooting the correct sparticle mass. The minimization of M(i)

T then ensures that also the
MT2 distribution will have an endpoint at the correct sparticle mass. If Initial State Radiation
(ISR) can be neglected, an analytic expression for MT2 has been computed [4]. In practice, the
determination of MT2 may be complicated by the presence of ISR or equivalently transverse
momentum from upstream decays (UTM) in case MT2 is computed for subsystems [4]. In this
case, no analytic expression for MT2 is known, but it can be computed numerically, see e.g. [5].

In this note, we attempt to use MT2 as a variable to distinguish SUSY production events from
SM backgrounds. The use of MT2 as a discovery variable was first proposed in [6] , but in this
note we follow a different approach. Several choices for the visible system used as input to MT2
can be considered: purely dijet events (as was the case in [6]), selecting the two leading jets in
multijet events or grouping jets together to form two systems or pseudojets.

A method to subdivide multijet events in two pseudojets is the reconstruction of ”event hemi-
spheres” described in [7], Sect. 13.4. The hemisphere reconstruction works as follows: first, two
initial axes (seeds) are chosen. Here, we take them as the directions of the two (massless) jets
which have the largest invariant mass. Next, the other jets are associated to one of these axes
according to a certain criterion (hemisphere association method). Here, we used the minimal
Lund distance, meaning that jet k is associated to the hemisphere with mass mi rather than mj
if

(Ei � picosqik)
Ei

(Ei + Ek)2  (Ej � pjcosqjk)
Ej

(Ej + Ek)2 . (3)

After all jets are associated to one or the other axis, the axes are recalculated as the sum of the
momenta of all jets connected to a hemisphere and the association is iterated using these new
axes until no jets switch from one group to the other.

To get a better understanding of the behaviour of MT2, we can take the simple example of MT2
without ISR nor upstream transverse momentum. It can be seen from the equation for MT2 in

- Is the ultimate hemisphere definition out there 
  (I am not aware of studies on this)?
- Could this improve the signal sensitivity in a significant way?

14
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SUSY Search As a Bump Hunting
+ 5 
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For di-gluino pair-production (SMS T1), the MR distribution 
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For a given signal topology, R2 is nearly identically 
distributed over a wide range of characteristic scales 
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f(MR)~e-kMR

k = a + b R2cut

f(R2)~e-kR

k = c + b MRcut

2

7.1 QCD multijet background 9

after a turn-on at low MR resulting from the pT threshold requirement on the jets entering the287

megajet calculation. The exponential region of these distributions is fitted for each value of288

R2 to extract the coefficient in the exponent, denoted by S. The value of S that maximizes the289

likelihood in the exponential fit is found to be a linear function of R2
cut as shown in Fig. 2 (right);290

fitting S in the form S = a + bR2
cut determines the values of a and b.
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Figure 2: (Top left) MR distributions for different values of the R2 threshold for events in data
selected in the QCD control box. (Top right) R2 distributions for different values of the MR
threshold for events in data selected in the QCD control box. (Bottom left) The exponential
slope S from fits to the MR distribution, as a function of the square of the R2 threshold for data
events in the QCD control box. (Bottom right) The coefficient in the exponent S from fits to
the R2 distribution, as a function of the square of the MR threshold for data events in the QCD
control box.

291

The R2
cut distributions for events satisfying the QCD control box selection, for different values292

of the MR threshold, are shown in Fig. 2 (left). The R2 distribution is exponentially falling,293

after a turn-on at low R2. The exponential region of these distributions is fitted for each value294

of Mcut
R to extract the coefficient in the exponent, again denoted by S0. The value of S0 that295

maximizes the likelihood in the exponential fit is found to be a linear function of Mcut
R as shown296

in Fig. 2 (right); fitting S0 in the form S0 = c + dMcut
R determines the values of c and d. The d297

slope parameter is found to equal the b slope parameter within an accuracy of a few percent as298

shown in Fig. 2. This is used in building a 2D probability density function (pdf) that analytically299

describes the R2 vs MR distribution and recovers an exponential distribution in MR(R2) after300

integrating out R2(MR), exploiting the equality d = b.301

The other backgrounds exhibit the same behavior; each SM process can be described with the302

same functional form but different parameters.303

7.1 QCD multijet background 9

after a turn-on at low MR resulting from the pT threshold requirement on the jets entering the287

megajet calculation. The exponential region of these distributions is fitted for each value of288

R2 to extract the coefficient in the exponent, denoted by S. The value of S that maximizes the289

likelihood in the exponential fit is found to be a linear function of R2
cut as shown in Fig. 2 (right);290

fitting S in the form S = a + bR2
cut determines the values of a and b.

 [GeV]RM
200 250 300 350 400

Ev
en

ts
 / 

( 4
.8

 G
eV

 )
1

10

210

 > 0.012R
 > 0.022R
 > 0.032R
 > 0.042R
 > 0.052R
 > 0.062R 0.01±= 0.307 

QCD
slope b  0.01±= 0.307 

QCD
slope b

   

 = 7 TeVsCMS Preliminary  
Dijet QCD control data 

2R
0.02 0.04 0.06 0.08 0.1 0.12

Ev
en

ts
 / 

( 0
.0

04
 )

10

210

310

 > 200 GeVRM
 > 225 GeVRM
 > 250 GeVRM
 > 275 GeVRM
 > 300 GeVRM

   

 = 7 TeVsCMS Preliminary  
Dijet QCD control data 

   

 = 7 TeVsCMS Preliminary  
Dijet QCD control data 

2(R Cut)
0.01 0.02 0.03 0.04 0.05 0.06 0.07

Sl
op

e 
Pa

ra
m

et
er

 [1
/G

eV
]

-0.034

-0.032

-0.03

-0.028

-0.026

-0.024

-0.022

-0.02

-0.018

-0.016

-0.014
 = 7 TeVsCMS Preliminary  

Dijet QCD control data 

 0.01±= 0.31 
QCD

slope b  0.01±= 0.31 
QCD

slope b

 Cut [GeV]RM
200 220 240 260 280 300 320

Sl
op

e 
Pa

ra
m

et
er

-90

-85

-80

-75

-70

-65

-60

-55

-50

 = 7 TeVsCMS Preliminary  Dijet QCD control data  = 7 TeVsCMS Preliminary  Dijet QCD control data 

 = 7 TeVsCMS Preliminary  
Dijet QCD control data 

 0.02±= 0.30 
QCD

slope d

Figure 2: (Top left) MR distributions for different values of the R2 threshold for events in data
selected in the QCD control box. (Top right) R2 distributions for different values of the MR
threshold for events in data selected in the QCD control box. (Bottom left) The exponential
slope S from fits to the MR distribution, as a function of the square of the R2 threshold for data
events in the QCD control box. (Bottom right) The coefficient in the exponent S from fits to
the R2 distribution, as a function of the square of the MR threshold for data events in the QCD
control box.
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of Mcut
R to extract the coefficient in the exponent, again denoted by S0. The value of S0 that295

maximizes the likelihood in the exponential fit is found to be a linear function of Mcut
R as shown296

in Fig. 2 (right); fitting S0 in the form S0 = c + dMcut
R determines the values of c and d. The d297

slope parameter is found to equal the b slope parameter within an accuracy of a few percent as298

shown in Fig. 2. This is used in building a 2D probability density function (pdf) that analytically299

describes the R2 vs MR distribution and recovers an exponential distribution in MR(R2) after300

integrating out R2(MR), exploiting the equality d = b.301

The other backgrounds exhibit the same behavior; each SM process can be described with the302

same functional form but different parameters.303
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control box.
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the R2 distribution, as a function of the square of the MR threshold for data events in the QCD
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Sensitivity to new physics 

b(MR �M0
R)(R

2 �R2
0) = constant

This means that iso-yield contours for the background are 
shaped like: 

ttbar+jets simulated events 
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Each Bkg components (Z+jets, 
W+jets, tt+jets) well described 
by the sum of two of these pdfs
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Even though squark-squark and gluino-gluino production 
have similar MR distribution for a given scale, the difference 
in R2 mean the squark-squark events are more 
‘significant’ (have less background) on average From 1D to 2D

• The drop on the 2D plane is fast for background, while signal increases

• The majority of the events is in the bottom-left edge of the plot

• We can use these events to predict the tail in the middle of the plot, by using this 
modeling of the correlation

• We cannot restrict ourselves to an interesting region, since any region of this plane is 
potentially interesting 18
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From Hadronic To Inclusive

19

• Hadronic analyses use to veto leptons and use the vetoed sample as 
a bkg control sample (including signal contamination)

• Leptonic analyses look for a signal in a subset of this samples

• Thinks can be 
sync’ed in a 
common analysis 
framework, as in 
the CMS Razor 
analysis

8 7 Backgrounds
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Figure 1: Flow diagram of box classification logic. The box selection proceeds according to
a box hierarchy in order to ensure complete orthogonality of box selections and to resolve
ambiguities when an event satisfies more than one box’s selection criteria.

R makes it possible to remove the QCD multijet background.263

Apart from the QCD multijet background, the remaining backgrounds in the lepton, dilepton264

and hadronic boxes are processes with genuine Emiss
T due to energetic neutrinos and leptons265

from massive vector boson decays, including W’s from top quark decays and diboson pro-266

duction. After applying an R threshold, the MR distributions in the single lepton, dilepton,267

and hadronic boxes are very similar for these backgrounds; this similarity is exploited in their268

modeling and normalization.269

7.1 QCD multijet background270

The QCD multijet control sample for the hadronic box is defined from event samples recorded271

with pre-scaled jet triggers and passing the baseline analysis selection for events without a272

well-identified isolated electron or muon. The trigger requires at least two jets with average273

uncorrected pT thresholds of 60 GeV/c. The QCD multijet background dominates these sam-274

ples for low MR allowing the extraction of the MR shapes with different Rcut thresholds for275

QCD multijet events.276

The MR distributions for events satisfying the QCD control box selection, for different values277

of the Rcut threshold, are shown in Fig. 2 (left). The MR distribution is exponentially falling,278

after a turn-on at low MR resulting from the pT threshold requirement on the jets entering the279

megajet calculation. The exponential region of these distributions is fitted for each value of280

R2 to extract the coefficient in the exponent, denoted by S. The value of S that maximizes the281

likelihood in the exponential fit is found to be a linear function of R2
cut as shown in Fig. 2 (right);282

fitting S in the form S = a + bR2
cut determines the values of a and b.283

The R2
cut distributions for events satisfying the QCD control box selection, for different values284

of the MR threshold, are shown in Fig. 2 (left). The R2 distribution is exponentially falling,285
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Figure 5: Projection of the 2D fit result on MR (left) and R2 (right) for the MU-MU, MU-ELE
and ELE-ELE boxes using the razor datasets.The blue histogram is the total Standard Model
prediction as obtained from a single pseudo-experiment based on the 2D fit. The magenta and
yellow histograms show the breakdown of the Standard Model prediction into two separate
components as returned by the fit. The fit is performed in the R2-MR sideband and projected
into the full region. Only the statistical error on the total SM background prediction is shown in
these projecions. In the MU-ELE box case the total Standard Model background is dominated
by the second effective component contribution.
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Figure 6: Projection of the 2D fit result on MR (left) and R2 (right) for the MU (top), ELE (cen-
ter), HAD (bottom) boxes in the YR11 dataset. The blue histogram is the total Standard Model
prediction as obtained from a single pseudo-experiment based on the 2D fit. The green, red,
and yellow histograms show the breakdown of the Standard Model prediction into separate
components as returned by the fit. The fit is performed in the R2-MR sideband (as an exam-
ple the magenta dotted line in the HAD box projection on MR denotes the corresponding fit
region) and projected into the full region. Only the statistical error on the total SM background
prediction is shown in these projections.
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Figure 5: Projection of the 2D fit result on MR (left) and R2 (right) for the MU-MU, MU-ELE
and ELE-ELE boxes using the razor datasets.The blue histogram is the total Standard Model
prediction as obtained from a single pseudo-experiment based on the 2D fit. The magenta and
yellow histograms show the breakdown of the Standard Model prediction into two separate
components as returned by the fit. The fit is performed in the R2-MR sideband and projected
into the full region. Only the statistical error on the total SM background prediction is shown in
these projecions. In the MU-ELE box case the total Standard Model background is dominated
by the second effective component contribution.
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• Hadronic analyses use to veto leptons and use the vetoed sample as 
a bkg control sample (including signal contamination)

• Leptonic analyses look for a signal in a subset of this samples
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ter), HAD (bottom) boxes in the YR11 dataset. The blue histogram is the total Standard Model
prediction as obtained from a single pseudo-experiment based on the 2D fit. The green, red,
and yellow histograms show the breakdown of the Standard Model prediction into separate
components as returned by the fit. The fit is performed in the R2-MR sideband (as an exam-
ple the magenta dotted line in the HAD box projection on MR denotes the corresponding fit
region) and projected into the full region. Only the statistical error on the total SM background
prediction is shown in these projections.
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Figure 5: Projection of the 2D fit result on MR (left) and R2 (right) for the MU-MU, MU-ELE
and ELE-ELE boxes using the razor datasets.The blue histogram is the total Standard Model
prediction as obtained from a single pseudo-experiment based on the 2D fit. The magenta and
yellow histograms show the breakdown of the Standard Model prediction into two separate
components as returned by the fit. The fit is performed in the R2-MR sideband and projected
into the full region. Only the statistical error on the total SM background prediction is shown in
these projecions. In the MU-ELE box case the total Standard Model background is dominated
by the second effective component contribution.
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Figure 7: Definition of the fit region (green contour) for DoubleLepton (left), SingleLepton
(center), and Hadronic (right) boxes. The grid delimited by the gray vertical and horizontal
lines delimit the signal regions.

the background shape and the normalization in the rest of the plane (fit region). This allows to
compare the prediction to the observed data in the tail of the R2 vs. mR 2D distribution. The
details on the likelihood used in the fit and on the fit strategy are given below. After that, we
describe the fit result for each box, following the order with which the fits are performed. This
aspect is important for the analysis, since the determination of the second component in the
single-lepton boxes is used as input in the other fits.

For each box we present the same set of plots: i) The projections of the fit result on R2 and mR
in the fit region and in the full plane (after the extrapolation). ii) The difference between the
observed yield and the background model in the R2 vs. mR plane, both in the fit region and in
the full region (after the extrapolation). iii) The plot of the p-values associated o the observed
yield in each of the siz Si regions, obtained extrapolating the background model in a set of toy
experiments. The details of the procedure followed are given for the first box (the MU box),
while only the results are shown in the other.

5.1 The ML Fit

The ML fit is performed box-by-box using the likelihood:

L =
e�(ÂSM NSM)

N!

N

’
i=1

(Â
SM

NSMPSM(MR, R2)) (5)

where NSM is the number of events for each SM background and the associated pdf PSM(MR, R2)
is written as

PSM(MR, R2) = (1 � f SM
2 )⇥ F1st

SM(R2, MR) + f SM
2 ⇥ F2nd

SM (R2, MR) . (6)

with
F(MR, R2) =

⇥
b(MR � M0

R)(R2 � R2
0)� 1

⇤
e�b(MR�M0

R)(R2�R2
0). (7)

The fit strategy is different than in the 800 pb�1 inclusive analysis. In that case, each back-
ground component was described by the sum of two components, regardless of the evidences
supporting the unversality of the second component (caused by the ISR dominance). The fit
was not able to disentangle the different second-component contributions. As a result, only the
total error was known with an acceptable precision, while a large error was associated to each
of the individual components. Moreover, the different components were fully anticorrelated.

The redundancy of the second component did not affect the result, since the sum of the back-
grounds was well constrained by the fit. On the other hand, it introduced an artificial difference
in backgriound composition between similar boxes (e.g. Mu vs Ele). To remove this source of

The background PDFs are given by
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ground component was described by the sum of two components, regardless of the evidences
supporting the unversality of the second component (caused by the ISR dominance). The fit
was not able to disentangle the different second-component contributions. As a result, only the
total error was known with an acceptable precision, while a large error was associated to each
of the individual components. Moreover, the different components were fully anticorrelated.

The redundancy of the second component did not affect the result, since the sum of the back-
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the background shape and the normalization in the rest of the plane (fit region). This allows to
compare the prediction to the observed data in the tail of the R2 vs. mR 2D distribution. The
details on the likelihood used in the fit and on the fit strategy are given below. After that, we
describe the fit result for each box, following the order with which the fits are performed. This
aspect is important for the analysis, since the determination of the second component in the
single-lepton boxes is used as input in the other fits.

For each box we present the same set of plots: i) The projections of the fit result on R2 and mR
in the fit region and in the full plane (after the extrapolation). ii) The difference between the
observed yield and the background model in the R2 vs. mR plane, both in the fit region and in
the full region (after the extrapolation). iii) The plot of the p-values associated o the observed
yield in each of the siz Si regions, obtained extrapolating the background model in a set of toy
experiments. The details of the procedure followed are given for the first box (the MU box),
while only the results are shown in the other.

5.1 The ML Fit

The ML fit is performed box-by-box using the likelihood:

L =
e�(ÂSM NSM)
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’
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where NSM is the number of events for each SM background and the associated pdf PSM(MR, R2)
is written as

PSM(MR, R2) = (1 � f SM
2 )⇥ F1st

SM(R2, MR) + f SM
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The fit strategy is different than in the 800 pb�1 inclusive analysis. In that case, each back-
ground component was described by the sum of two components, regardless of the evidences
supporting the unversality of the second component (caused by the ISR dominance). The fit
was not able to disentangle the different second-component contributions. As a result, only the
total error was known with an acceptable precision, while a large error was associated to each
of the individual components. Moreover, the different components were fully anticorrelated.

The redundancy of the second component did not affect the result, since the sum of the back-
grounds was well constrained by the fit. On the other hand, it introduced an artificial difference
in backgriound composition between similar boxes (e.g. Mu vs Ele). To remove this source of

To guide the fit, the likelihood is multiplied by Gaussian penalty terms which force the 
shape parameters around our a-priori knowledge (May10 ReReco ~250 pb-1 b-tagged 
and b-vetoed samples) 
This helps the fit to converge and have limited impact on the fit at minimum (errors 
dominated by the fit, not the a-priori knowledge)
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Figure 6: Projection of the 2D fit result on MR (left) and R2 (right) for the MU (top), ELE (cen-
ter), HAD (bottom) boxes in the YR11 dataset. The blue histogram is the total Standard Model
prediction as obtained from a single pseudo-experiment based on the 2D fit. The green, red,
and yellow histograms show the breakdown of the Standard Model prediction into separate
components as returned by the fit. The fit is performed in the R2-MR sideband (as an exam-
ple the magenta dotted line in the HAD box projection on MR denotes the corresponding fit
region) and projected into the full region. Only the statistical error on the total SM background
prediction is shown in these projections.

17

[GeV]RM
500 1000 1500 2000 2500 3000 3500

2
R

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5

-310

-210

-110

1

S1 MU box
68% range [0.0,0.7]
Mode 0.5
Median 0.5
observed 0
p-value 0.99

S2 MU box
68% range [0.0,0.7]
Mode 0.5
Median 0.5
observed 0
p-value 0.99

S3 MU box
68% range [18.7,36.0]
Mode 29.5
Median 28.5
observed 35
p-value 0.44

S4 MU box
68% range [0.0,1.8]
Mode 0.5
Median 1.5
observed 2
p-value 0.26

S5 MU box
68% range [66.9,95.3]
Mode 87.5
Median 82.5
observed 74
p-value 0.76

S6 MU box
68% range [240.4,318.1]
Mode 287.5
Median 280.5
observed 314
p-value 0.30

-1 Ldt = 4.4 fb∫ = 7 TeV s CMS Preliminary  •MU box SR p-values 

-310

-210

-110

1

[GeV]RM
500 1000 1500 2000 2500 3000 3500

2
R

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5

S1 ELE box
68% range [0.0,1.2]
Mode 0.5
Median 0.5
observed 1
p-value 0.37

S2 ELE box
68% range [0.0,0.7]
Mode 0.5
Median 0.5
observed 0
p-value 0.99

S3 ELE box
68% range [36.0,93.7]
Mode 49.5
Median 66.5
observed 51
p-value 0.74

S4 ELE box
68% range [0.0,8.5]
Mode 2.5
Median 5.5
observed 3
p-value 0.79

S5 ELE box
68% range [99.7,140.6]
Mode 121.5
Median 118.5
observed 98
p-value 0.29

S6 ELE box
68% range [307.7,412.1]
Mode 369.5
Median 358.5
observed 316
p-value 0.33

-1 Ldt = 4.4 fb∫ = 7 TeV s CMS Preliminary  •ELE box SR p-values 

[GeV]RM
500 1000 1500 2000 2500 3000 3500

2
R

0.2

0.25

0.3

0.35

0.4

0.45

0.5

-310

-210

-110

1

S1 HAD box
68% range [0.0,0.7]
Mode 0.5
Median 0.5
observed 0
p-value 0.99

S2 HAD box
68% range [0.0,0.7]
Mode 0.5
Median 0.5
observed 0
p-value 0.99

S3 HAD box
68% range [45.8,86.1]
Mode 72.5
Median 68.5
observed 74
p-value 0.68

S4 HAD box
68% range [4.0,15.3]
Mode 9.5
Median 10.5
observed 20
p-value 0.12

S5 HAD box
68% range [529.9,648.5]
Mode 565.5
Median 592.5
observed 581
p-value 0.82

S6 HAD box
68% range [886.0,1142.0]
Mode 986.5
Median 1019.5
observed 897
p-value 0.10

-1 Ldt = 4.4 fb∫ = 7 TeV s CMS Preliminary  •HAD box SR p-values 

Figure 8: The p-values corresponding to the observed number of events in the MU (top), ELE
(middle), and HAD (bottom) box signal regions defined for this analysis. The green regions
indicate the fit regions. The p-values test the compatibility of the observed number of events
in data with the SM expectation (obtained from the background parameterization).

- Determine the bkg shape 
from a fit to the fit region
- Extrapolate to the signal-
sensitive region
- Compare data with bkg 
model extrapolating to the 
full region
- Data and MC agree well 
→we set limit on signal
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The Razor Results
• Result interpreted for several SMS

• All details will come in a long paper (now under approval)

• Here I consider the same 4top case I considered before 
(interesting interplay between boxes)
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Blackboard 
Intermezzo
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• A counting-experiment limit is 
easy to implement (e.g. 1D 
integral in Bayesian statistics)

• A shape analysis is more tricky. 
One needs the shape

• Giving the shape for an 
unbinned likelihood is a problem

• We provide instead tables of 
expected vs observed yields in 
2D bins, which you can use to 
build an approximated likelihood

Statistics Tools
https://twiki.cern.ch/twiki/bin/view/CMSPublic/RazorLikelihoodHowTo
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