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Motivation

The accumulating priority queue (APQ, Kleinrock 1964)
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APQ

The accumulating priority queue (APQ):

@ M/M/1 queue (arrival and service rate) with two classes of customers
@ High and low priority customers (triage in emergency)

@ Customers deterministically acquire priority

@ High priority do so at a faster rate

@ Customers are ordered according to their priority

@ Hence they overtake deterministically

@ Change accumulation rates to achieve service waiting times performance levels

QACEMJ
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Waiting time performance levels

Queueing Syst (2014) 77:297-330 299

Table 1 CTAS key

. Category  Classification  Access Performance level (%)
performance indicators
1 Resuscitation ~ Immediate 98
2 Emergency 15 min 95
3 Urgent 30min 90
4 Less urgent 60 min 85
5 Not urgent 120 min 80

of patients whose waiting times before accessing treatment should not exceed the
stipulated standard. For example, as is depicted in Table 1, the Canadian Triage and
Acuity Scale (CTAS) [4] formulates five priority classifications for assessment in an
emergency department, each with its own time standard and compliance target for the
proportion of that class’s patients that need to meet that standard. The Australasian
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Goals

@ APQ has fluctuating length
@ Stochastic scheduling mechanism?
@ Mapping to exclusion process
Goals:
o Stat-phys: Find a “solvable” particle hopping model with fluctuating length

@ Queueing: What can we say using physics methods
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Prioritising exclusion

The prioritising exclusion process (PEP)
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Low and high arrivals with rate A1 and A,
High overtakes low with rate p
Service rate p
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M/M/1 queue

@ The PEP is related to the simple M/M/1 queue.

@ The total arrival rate of customers to the PEP is A = A1 4+ )2, and the service rate
iS f.

o Both these rates are independent of the internal arrangement of the queue, and
the prioritising parameter p.

o If we are interested only in the total length of the queue, we can treat the system
as a M/M/1 queue with arrival rate A and service rate p.
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M/M/1 queue

The state of a M/M/1 queue is characterised by the probability distribution P, of a
queue of lenght n:

dPo

— = uPy — \P

a; = MP APy

dP,

r t” = APn_1 + puPnit — (11 + A) P, n>0.

The stationary length distribution of the M/M/1 queue (and hence for the PEP) is

n
(-2 ()
w) \p
when X\ < p (arrival rate less than service rate)

The expected queue length is finite, given by

A
(n) = TSN

\
We will call this the bounded phase of the PEP. QACEMJ'
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M/M/1 queue

o At p = 0, the PEP reduces exactly to a M/M/1 queue. Customers are high priority
with probability A/ or low priority with probability Az /.

@ But as there is no overtaking, the probability of high or low at any site is the same
as at arrival.

For p = 0, in the bounded phase,

P(7s...71) = Pa (i‘)h <AA2>’.

where
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Unbounded phase

When X\ > pu, the system is unstable and the expected queue length grows as

() ~ (A= .

In the late time limit, we can treat the queue as infinite in length. We call this the
unbounded phase of the PEP.
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Notation

Specify both the site, /, and the lattice length, n:
(tiYn = P(queue length is n, and site i is occupied).
Correlation functions, number from right to left:

(7’,‘,,7‘,'2...7‘,'1>n, nN>ip>...0b >0 >1.

Examples of stationary rate equations are

0= MPo+ p{m)e — (A4 p) (1)1,

0= XTt)n—1 + m{r2)nt1 + P{2(1 = 71))n = (A + p)(71)n, N> 1.

These couple between different lenghts.
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Unbounded queue; Reference frames

For any fixed configuration 7, . . . 71,
lim P(rp...7) =0,

t— o0

The service frame is fixed at the right hand end of the lattice:

Pserv(me-Tﬁn): Z P(Tn--.Tm+1Tm...T1).

Tnye o Tme1=0,1
The arrival frame probability is defined by

Parr(T1 < Tmy n) = Z P(T1 e e TmTm+1 - - .Tn).

Tmits---,Tn=0,1

In the t — oo limit, the expected lattice length is infinite, and thus we are interested in
the n — oo limits

Per(Tm...71) = liM Pen(Tm...71;0),
n—oo

A
Parr(T1 cee Tm) = nILm Parr(T1 e Tm, n). QACEMJ'
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Domain wall ansatz

Consider a general but finite section of length m, with a length k jam:
Tm . .. Tks201 = 7015,

Assume that the conditional probability for a high at site i given a jam of length k is

1 1<i<k
P(ri=1k)={ 0 i=k+1

a i>k+2,
P(t=1|n,k)
1
- o
n k1 k \\
'aﬂAcst
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Domain wall ansatz

The probability of the finite segment 7 = 7, ... 71 is

Pen(701) = > P(..7my17m ... 7442019

where

m
h=">" =, l=m—h—k—1,

i=k+2

and Pjn (k) is the probability of a length k jam. The jam probabilities are normalised

such that -
> Pan(k) = 1.
k=0

QACEMJ

The prioritising exclusion process 17 June 2014



I
Service frame

The stationary rate equation for the k-jam configuration with k > 1 is

0= iPers (701" + 4Py (701°0) + prinPecs (0701 ms1,m))

+ zm: P(1 — 7i)Ti—1 Paery (7'01k|(,’,_1)) + PPy (7—101“*1)

i=k+2

m
— 1Per (7019) = > pri(1 = 7i21) Paers (101%) = p(1 = 7m) Peer (1701%).

i=k+2

QACEMJ
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Service frame

Substituting the domain wall ansatz, the terms representing hopping combine and
telescope to

p ( Do =m)ma = Y (1 - T/—1)> (1 = @) Pn(k)

i=k+2 i=k+2

= —prma’(1 — @) P (K)-

The factor o(1 — a)' is common to all terms in the rate equation. Cancelling, and
simplifying leaves

0 = paPiun(k — 1) + pPiam(k + 1) + p(1 = @) Pian(0) — (11 + ) Pram(K).

No approximation has been made.

QACEMJ
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Service frame

With boundary condition this implies the recursion

Pim(k) = pj Pun(k —1) + aPun(0), k> 1.

with solution

Pin(k) = —"
The normalisation condition fixes
(0%
Pan(0) = (1 = e)(1 = B1),

subject to the constraint
po < fi.
No growing jam.

What is o? QACEMJ'
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Arrival frame

The value of a can be determined by considering the arrival frame. One obtains:
0=-Xa(1 —a)+pa’(1 —a) — pria(1 —a) + A (1 —a) + (1 — 1) X,
which for both 71 = 0 and 71 = 1 reduces to
po® — (p+ Na+ X\ =0.

The physical solution is the smallest root of this quadratic.

The prioritising exclusion process



.S
Density profile

The density at site i in the service frame, (7i)~, is computed from the domain wall
solution as

(Moo = a3 3% Pam(K) + X0, Pjam(k)
=a+(1-a) (’%)I.

QACEMJ
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Conserved current

The bulk equations can be written

9y
dt<T’>00_Joo Joo,

where .
O = wirm)oos I = plmidoe + P{T(T = Tim1)) oo

Stationary current:
Joo = pa(1 — a) + pa

Low priority customers leave the queue at rate

p—=doo = (1 = pa)(1 — ).

For pa > u, the jam becomes unbounded, and low priority customers will no longer be

served.
N\
QACEMJ
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Bounded phase A < p

In the bounded phase the domain wall ansatz breaks down at the arrival end.

Define the probability of a length k jam in a length n queue

P(nk)= > P(rn...7%201%). (1)

Approximation Length assumption:

P(n, k) = PaPin(k).
The equations for Py, (k) have the same form as for P..m(k) in the unbounded case but
with X in place of .
ok
()" — Aot

S Pin(0)

. p
Pjam(k) =

QACEMJ
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Density profile
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Triangle markers show simulation results, with points for each length connected by
dashed lines.

Domain wall approximation invalid for pa: > A. QACEMJ'
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Aggregate density profile and current

Another approximation can be derived for aggregate densities:

oo

(my="> ().

n=i

d N =+t —(hi—1)

g =dea I =T
where i) o

JU =)+ pri(1 = Tie1)).

with stationary solution

- i—1
JU = (5) .
I

QACEMJ
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Aggregate density profile
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Waiting times

We can use the aggregated densities to compute the average number of customers in
the queue

Define

(i) Low density
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Conclusions

Conclusion
© Queuing model with stochastic scheduling
@ Fluctuating length
@ Domain wall ansatz exact for the unbounded phase
o Two approximations for bounded phase
@ Waiting times

Outlook
o Full exact solution
@ More classes of particles
@ Waiting time distributions
o Fluctuations and large deviations?
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