
Threshold Expansion for 
Higgs Boson Production at 

N3LO

Bernhard Mistlberger
HP2 2014

in collaboration with
 Babis Anastasiou, Claude Duhr, Falko 

Dulat, Elisabetta Furlan, Franz Herzog 
and Thomas Gehrmann



Higgs Production at N3LO
Uncharted territory in QCD - perturbation theory
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• Inclusive Gluon - Fusion Higgs production at 
N3LO in the Large Top Mass Limit

✓ ✓ ✓ 

• We need a Feasibility study

• We need Checks

• We need Boundary Conditions for Integrals

First Calculation at this Order In QCD



THRESHOLD EXPANSION

z =
m2

H

ŝ
⇠ 1

• Expand around production threshold of the 
Higgs boson

p1

p2

H

• Soft - Virtual term contains all 3-loop 
contributions + soft gluon radiation

z̄ = 1� z �̂(z̄) = �SV + �(0) + z̄�(1) + . . .
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Soft-Virtual Cross-section
LO NLO NNLO NNNLO

0 1 2 3 4

0

20

40

60

80

100

mêmH

s
êpb

14 TeV



Soft-virtual term is ambiguous 
- Let‘s estimate
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We can choose
as long as lim
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We truncate the series after first Term 
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Let‘s Calculate more



?How to calculate



@ N3LO:  ~100 000 Interference Diagrams

Automation is vital!

Feynman Diagrams

calculated with Feynman diagrams is the only way 
for analytic calculation at N3LO

Combining real and virtual contributions



General Idea: 
Expand around z=1

THRESHOLD EXPANSION

All final state 
radiation is soft

p1

p2

H

Re-parametrize all out-going parton momenta

pf ! z̄pf z̄ = 1� z



THRESHOLD EXPANSION
How to expand the 
Phase-Space Cuts?

Cutkosky’s rule to relate 
on-shell constraints to cut -propagators

�+(p2) !

1

p2

�

c

⇠ 1

p2 + i✏
� 1

p2 � i✏

Allows to define derivatives and Expansion of cut-propagators

Reverse Unitarity
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THRESHOLD EXPANSION

Expansion of (cut-)propagators yields 
soft (cut-)propagators

Example: Higgs+2 parton Phase-Space Volume

= z̄3�4✏
⇥

�z̄ + z̄2 + . . .
⇤Z

d�3

Apply Integration-By-Part (IBP) Identities

Relate Expanded Phase-Space Integrals To a 
Limited Set of ‘Master‘ Integrals
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2
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THRESHOLD EXPANSION
IBP Reduction yields

Compare with full Result

= z̄3�4✏
⇥

�z̄ + z̄2 + . . .
⇤Z

d�3

Z
d�3 = z̄3�4✏

2F1(1� ✏, 2� 2✏, 4� 4✏; z̄)



THRESHOLD EXPANSION
Ready for Triple Real!

Depends only on 
external momenta

- Expand Integrand

- Expand Measure

pf ! z̄pf

✓ 

But, What about loops?



THRESHOLD EXPANSION
Loop-Integrals

• Loop momentum is not fixed
• Follow the method of 

expansion by regions

Z
ddk

(2⇡)d

Soft Coll 1 Coll 2 Hard
k ! k||p1 k ! k||p2 k

• Parametrize and expand systematically in every 
region

• Expand and Integrate Explicitly
• Sum of regions yields the full result

k ! z̄k



• Coll1:

• Coll2:

DOUBLE REAL VIRTUAL

Soft Coll 1 Coll 2 Hard
k ! k||p1 k ! k||p2 kk ! z̄k

k = ↵p1 + �p2 + k?

↵ ! z̄↵, k2? ! z̄k2?, � ! �

↵ ! ↵, k2? ! z̄k2?, � ! z̄�

Collinear is tricky!

Hard and Soft Work 
As Expected



• Coll2:

Double-real-Virtual

k = ↵p1 + �p2 + k?
↵ ! z̄↵, k2? ! z̄k2?, � ! �

p1

p2p3

p4

Z
ddk

(2⇡)2
1
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DOUBLE REAL VIRTUAL



Can‘t perform usual IBP-Reduction for combined 
Phase-Space and Loop-Integral! 

1-loop Reduction is possible!

All Collinear 1-Loop Integrals 
Reduce to Bubbles!

Z
ddk

(2⇡)d
1

k2(k + p)2

First: Reduce 1-Loop
Second: Reduce Phase-Space+1-Loop

Only 4 Collinear Master Integrals

1

(k � p2 � p3)2
! 1

z̄

1

k2 � 2kp2 � 2kp1s23 + s23
+ . . .

DOUBLE REAL VIRTUAL



THRESHOLD EXPANSION

• We found a method to systematically expand 
Matrix-Elements and Master Integrals

• We are able to apply IBP-Reduction AFTER 
performing the expansion

• We see a drastic simplification in the size of the 
Matrix-Elements 

• We Observe a significant reduction of the Number 
of Master Integrals in the Expansion

Double-Real Virtual
Full Soft-Virtual
~350 

Master Integrals
11 

Master Integrals



Master Integralsleading-order cross sections for H plus five partons. More details about the construction of

the amplitude in this limit will be given in Section 7. Here it suffices to say that we have

computed the squared amplitude and we have checked that in the limit where we only keep

the first two terms in the threshold expansion, all the phase space integrals can be reduced
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We have normalized all the integrals to the soft phase space volume for H+3g defined

in eq. (3.16). In the remainder of this section we give the dimensional recurrence relations

satisfied by the master integrals and present the analytic results for each master integral

as a Laurent expansion in the dimensional regulator ε. Technical details about how to

compute the master integrals analytically will be given in Section 8.

6.2 Dimensional recurrence relations

Using the technique described in Section 4, we can derive dimensional recurrence relations

for all the master integrals defined in the previous section. The knowledge of these recur-

rence relations provides us with a strong check on our results. In addition, it turns out

that the master integral F9(D) is easier to compute in D = 6− 2ε dimensions, where it is

finite, and the dimensional recurrence relations allow us to relate the six-dimensional and

four-dimensional results in an easy way.

The recurrence relation for the soft phase space volume is trivial to obtain from the

recurrence relation for the Γ function,

ΦS
4 (D + 2) =

(D − 4)(D − 3)(D − 2)3

72(D − 1)(3D − 5)(3D − 4)(3D − 2)(3D − 1)

Γ(D − 4)

64π3Γ(D − 1)
ΦS
4 (D) . (6.11)

As we have defined all our master integrals relative to the phase space volume ΦS
4 , we can

simplify their recurrence relations by factoring out the above result. We therefore define

the ratio

R =
ND

3

ND+2
3

ΦS
4 (D + 2)

ΦS
4 (D)

=
(D − 4)(D − 3)(D − 2)3

72(D − 1)(3D − 5)(3D − 4)(3D − 2)(3D − 1)
, (6.12)

where N was defined in eq. (4.4). We give the results for the remaining master integrals
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Figure 2: Three-loop two-point and factorizable three-point integrals.

remaining pieces of the latter two integrals were subsequently obtained in [41]. In [40], it

was pointed out that for each of these three integrals one can find an integral from the same

topology with an irreducible scalar product, which has homogeneous transcendentality.

These integrals were named A9,1n, A9,2n and A9,4n, and are defined in [40]. Compared

to [40] we increased the numerical precision of the remaining coefficients, both for A9,2 and

A9,4, by means of conventional packages like MB.m [56]. We reproduce thirteen significant

digits of the analytic result of [41] in the case of A9,2, and fourteen in the case of A9,4.

We also converted our numerical results for these two integrals into the corresponding

integrals of homogeneous transcendentality, A9,2n and A9,4n. On the coefficients of these

integrals, a PSLQ [57] determination was attempted. For the pole coefficients, the PSLQ

algorithm converged to a unique solution in agreement with [41]. For the finite coefficients,

the numerical precision that we obtained is yet insufficient for PSLQ to yield a unique

solution.

An analytic result for A9,2 and A9,4, derived by purely analytic steps and without

fitting rational coefficients to numerical values, is still a desirable task, and remains to be

investigated in the future. This goal is definitely within reach in the case of A9,4, whereas

the situation is less clear for A9,2.

Expansions of all master integrals to the order in ε where transcendentality six first

appears are listed in the Appendix.
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master integrals. We would like to remark that such expansions can also be performed at

the integrand of loop-amplitudes before any reduction to master integrals has taken place.

Combined with the method of reverse-unitarity [9] we have a powerful algebraic technique

for the simultaneous threshold expansion of integrals over loop and external momenta.

4.2 Reverse unitarity and differential equations

In this section we evaluate the real-virtual squared cross-sections using the reverse-unitarity

approach [12–15]. Reverse unitarity establishes a duality between phase-space integrals and

loop integrals. Specifically, on-shell and other phase-space constraints are dual to “cut”

propagators

δ+(q
2) →

[
1

q2

]

c

=
1

2πi
Disc

1

q2
=

1

2πi

[
1

q2 + i0
− 1

q2 − i0

]

. (4.17)

A cut-propagator can be differentiated similarly to an ordinary propagator with respect to

its momenta. It is therefore possible to derive integration-by-parts (IBP) identities [55, 56]

for phase-space integrals in the same way as for loop integrals. The only difference is an

additional simplifying constraint that a cut-propagator raised to a negative power vanishes:
[
1

q2

]−ν

c

= 0, ν ≥ 0 . (4.18)

In this approach, we are not obliged to perform a strictly sequential evaluation of the loop

integrals in the amplitude followed by the nested phase-space integrals. Rather, we combine

the two types of integrals into a single multiloop-like type of integration by introducing cut-

propagators and then derive and solve IBP identities for the combined integrals. We solve

the large system of IBP identities which are relevant for our calculation with the Gauss

elimination algorithm of Laporta [47]. We have made an independent implementation of

the algorithm in C++ using also the GiNaC library [57]. In comparison to AIR [48],

which is a second reduction program used in this work, the C++ implementation is faster

and more powerful, storing all identities in virtual memory rather than in the file system.

All integrals that appear in the real-virtual squared cross section are reduced to linear

combinations of 19 master integrals, which we choose as follows:

M1 =

1

2

2

1

=

∫

dΦ2 Bub(s23) Bub
∗(s13). (4.19)

M2 =
1

2

1

2

=

∫

dΦ2 Bub(s12) Bub
∗(s12). (4.20)

M3 =

1

2

1

2

=

∫

dΦ2 Bub(s13) Bub
∗(s12). (4.21)
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dΦ2 Bub(s13) Bub
∗(s13). (4.22)
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∫

dΦ2Tri(s12 + s23) Bub
∗(s23). (4.23)
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∫

dΦ2Tri(s12 + s13) Bub
∗(s23). (4.24)
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∫

dΦ2Tri(s12 + s23) Bub
∗(s12). (4.25)
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dΦ2 Bub(s23) Box
∗(s12, s23, s13). (4.26)
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∗(s13, s23, s12). (4.29)

M12 =

1

2

2

1

=

∫

dΦ2Tri(s12 + s13) Box
∗(s13, s23, s12). (4.30)
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M13 =

2

1

2

1

=

∫

dΦ2Tri(s12 + s13) Box
∗(s12, s13, s23). (4.31)

M14 =

2

1

1

2

=

∫

dΦ2Tri(s12 + s13) Box
∗(s12, s23, s13). (4.32)

M15 =

2

1

1

2

=

∫

dΦ2 Box(s12, s13, s23) Box
∗(s12, s23, s13). (4.33)

M16 =

2

1

2

1

=

∫

dΦ2 Box(s12, s13, s23) Box
∗(s13, s23, s12). (4.34)

M17 =

1

2

1

2

=

∫

dΦ2 Box(s12, s23, s13) Box
∗(s12, s23, s13). (4.35)

M18 =

2

1

2

1

=

∫

dΦ2 Box(s13, s23, s12) Box
∗(s13, s23, s12). (4.36)

M19 =

2

1

1

2

=

∫

dΦ2 Bub(M
2
h) Box

∗(s12, s23, s13)
1

s23
. (4.37)

Single solid lines represent scalar massless propagators. The phase-space integration

is represented by the dashed line and the cut-propagators are the lines cut by the dashed

line. The cut propagator of the Higgs boson is depicted by the double-line. Every master

integral has a one-loop integral on the left- and a complex-conjugated one-loop integral

on the right-hand side of the cut. In each side of the cut, we find scalar bubble, box or

triangle integrals, where the latter is defined by

Tri(s12) =

∫
dDk

i(π)D/2

1

k2(k + q1)2(k + q1 + q2)2
,

Tri(p21, p
2
2) =

∫
dDk

i(π)D/2

1

k2(k + p1)2(k + p1 + p2)2
,

(4.38)
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FIG. 6: Master integrals encountered in the computation. Eikonal approximations are
taken on the directions p1 and p2.

diagrams in Fig. 4. After the evaluation of color factor and kinematical factor, the resulting
loop integrals are reduced to three master integrals in Fig. 6. To that end, we use the tech-
niques of Integration-By-Parts (IBP) [55, 56], implemented in the MATHEMATICA package
FIRE [57] using the Laporta algorithm [58]. The reduction to master integrals has also been
cross checked using a different MATHEMATICA package LiteRed [59]. The results after
the IBP reduction procedure can be written as

S(2)
12 (q) = g4s

p1 · p2
(q · p1)(q · p2)

×

{

CANf

[

2(−7 + 2D)(12− 6D +D2)

(−6 +D)(−3 +D)(−2 +D)(−1 +D)
I1

−
6(−4 +D)2

(−6 +D)(−2 +D)(−1 +D)
I2

]

+ CANs

[

−
(−7 + 2D)(−4− 4D +D2)

2(−6 +D)(−2 +D)(−1 +D)
I1

+
3(−4 +D)2

(−6 +D)(−2 +D)(−1 +D)
I2

]

+ C2
A

[

+
8

3
I3

−
(2(−156 +D(72 +D(11 + (−9 +D)D)))− 3(−4 +D)3Ds)

(−6 +D)(−4 +D)(−2 +D)(−1 +D)
I2

+

(

(−7 + 2D)(504− 1308D + 874D2 − 213D3 + 17D4)

3(−6 +D)(−4 +D)(−3 +D)(−2 +D)(−1 +D)

−
(−7 + 2D)(−4− 4D +D2)Ds

2(−6 +D)(−2 +D)(−1 +D)

)

I1

]}

, (6)

The parameter Ds selects the particular variant of dimensional regularization. For Ds =
4 − 2ε the scheme is the conventional dimensional regularization scheme, while for Ds = 4
it is the four-dimensional helicity scheme (FDH) [60, 61].

7

p1

p2

q

(a) I1

p1

p2

q

(b) I2

p1

p2

q

(c) I3

FIG. 6: Master integrals encountered in the computation. Eikonal approximations are
taken on the directions p1 and p2.

diagrams in Fig. 4. After the evaluation of color factor and kinematical factor, the resulting
loop integrals are reduced to three master integrals in Fig. 6. To that end, we use the tech-
niques of Integration-By-Parts (IBP) [55, 56], implemented in the MATHEMATICA package
FIRE [57] using the Laporta algorithm [58]. The reduction to master integrals has also been
cross checked using a different MATHEMATICA package LiteRed [59]. The results after
the IBP reduction procedure can be written as

S(2)
12 (q) = g4s

p1 · p2
(q · p1)(q · p2)

×

{

CANf

[

2(−7 + 2D)(12− 6D +D2)

(−6 +D)(−3 +D)(−2 +D)(−1 +D)
I1

−
6(−4 +D)2

(−6 +D)(−2 +D)(−1 +D)
I2

]

+ CANs

[

−
(−7 + 2D)(−4− 4D +D2)

2(−6 +D)(−2 +D)(−1 +D)
I1

+
3(−4 +D)2

(−6 +D)(−2 +D)(−1 +D)
I2

]

+ C2
A

[

+
8

3
I3

−
(2(−156 +D(72 +D(11 + (−9 +D)D)))− 3(−4 +D)3Ds)

(−6 +D)(−4 +D)(−2 +D)(−1 +D)
I2

+

(

(−7 + 2D)(504− 1308D + 874D2 − 213D3 + 17D4)

3(−6 +D)(−4 +D)(−3 +D)(−2 +D)(−1 +D)

−
(−7 + 2D)(−4− 4D +D2)Ds

2(−6 +D)(−2 +D)(−1 +D)

)

I1

]}

, (6)

The parameter Ds selects the particular variant of dimensional regularization. For Ds =
4 − 2ε the scheme is the conventional dimensional regularization scheme, while for Ds = 4
it is the four-dimensional helicity scheme (FDH) [60, 61].

7

p1

p2

q

(a) I1

p1

p2

q

(b) I2

p1

p2

q

(c) I3

FIG. 6: Master integrals encountered in the computation. Eikonal approximations are
taken on the directions p1 and p2.

diagrams in Fig. 4. After the evaluation of color factor and kinematical factor, the resulting
loop integrals are reduced to three master integrals in Fig. 6. To that end, we use the tech-
niques of Integration-By-Parts (IBP) [55, 56], implemented in the MATHEMATICA package
FIRE [57] using the Laporta algorithm [58]. The reduction to master integrals has also been
cross checked using a different MATHEMATICA package LiteRed [59]. The results after
the IBP reduction procedure can be written as

S(2)
12 (q) = g4s

p1 · p2
(q · p1)(q · p2)

×

{

CANf

[

2(−7 + 2D)(12− 6D +D2)

(−6 +D)(−3 +D)(−2 +D)(−1 +D)
I1

−
6(−4 +D)2

(−6 +D)(−2 +D)(−1 +D)
I2

]

+ CANs

[

−
(−7 + 2D)(−4− 4D +D2)

2(−6 +D)(−2 +D)(−1 +D)
I1

+
3(−4 +D)2

(−6 +D)(−2 +D)(−1 +D)
I2

]

+ C2
A

[

+
8

3
I3

−
(2(−156 +D(72 +D(11 + (−9 +D)D)))− 3(−4 +D)3Ds)

(−6 +D)(−4 +D)(−2 +D)(−1 +D)
I2

+

(

(−7 + 2D)(504− 1308D + 874D2 − 213D3 + 17D4)

3(−6 +D)(−4 +D)(−3 +D)(−2 +D)(−1 +D)

−
(−7 + 2D)(−4− 4D +D2)Ds

2(−6 +D)(−2 +D)(−1 +D)

)

I1

]}

, (6)

The parameter Ds selects the particular variant of dimensional regularization. For Ds =
4 − 2ε the scheme is the conventional dimensional regularization scheme, while for Ds = 4
it is the four-dimensional helicity scheme (FDH) [60, 61].

7

because the virtual integral is scaleless for a soft loop momentum. In addition, we have

the following relations:

M2 = M7[p1 ↔ p2; p3 ↔ p4][k → −k − p3] ,

M4 = M8[k → k + p3] ,

M6 = M16[p1 ↔ p2][k → k + p3]

= M18[p3 ↔ p4][k → −k − p3] ,

M12 = M13[p1 ↔ p2; p3 ↔ p4][k → −k]

= M25[p3 ↔ p4][k → k − p3] ,

M15 = M20[p1 ↔ p2][k → −k − p4] ,

M19 = M21[p1 ↔ p2; p3 ↔ p4][k → −k] ,

M23 = M30[p3 ↔ p4][k → k − p3 + p4] .

(6.2)

This leaves us with the following 10 master integrals to compute:

M1 =
1

1

2
2

=

∫

dΦS
3 Box1m,S1(s23, s13,m

2
H) ,

M2 =

1

2
2

1
=

∫

dΦS
3 Tri3m,S(s13, s24,m

2
H) ,

M4 =

11

22

=

∫

dΦS
3 Bub(s34) ,

M6 =

11

22

=

∫

dΦS
3

s13
Box1m,S2(s34, s24, s23 + s24) ,

M10 =
1

1

2
2

=

∫

dΦS
3 Box2me,S(s23 + s24, s13 + s14, s34,m

2
H) ,

M12 =

1

2

2

1

=

∫

dΦS
3

s23
Box2mh,S(s13, s23 + s24, s24,m

2
H) ,
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M14 =

11

22

=

∫

dΦS
3

s13 s24
Bub(s34) ,

M15 =

1

2
2

1 =

∫

dΦS
3

s34
Tri3m,S(s13, s24,m

2
H) ,

M19 =

1

2
2

1
=

∫

dΦS
3

s13 s34
Box2mh,S(s24, s13 + s14, s13,m

2
H) ,

M23 =

1

2

1

2

=

∫

dΦS
3

s13 s24 s34
Box2me,S(s23 + s24, s13 + s14, s34,m

2
H) ,

The double line denotes the Higgs boson, and the dashed line represents the phase-

space cut. All other internal uncut lines are scalar propagators. Note that, by construction,

the loop momentum is always soft, and so we work in the eikonal approximation. The soft

phase-space measure is given by [?]

dΦS
3 =

1

2π
δ+(p

2
12 − 2p12 · p34)

dDp3
(2π)D−1

dDp4
(2π)D−1

δ+(p
2
3)δ+(p

2
4) . (6.3)

! CD: check normalisation.

Note that we work with the rescaled momenta pi, defined by [?]

qi = z̄ pi . (6.4)

The virtual one-loop integral appearing inside the master integrals are defined as follows:

We know that the soft virtual term of the RRV cross section can only receive contributions

from the tree-level and one-loop soft-currents for the emission of two soft gluons, where

the soft limit is defined by the scaling (6.4). The one-loop correction to the soft-current

only receives contributions from eikonal virtual gluons, which correspond to the soft region

of the loop momentum, k ∼ z̄. The loop-integration measure then scales like dDk ∼ z̄−2ε.

Hence, the virtual integrals correspond to the leading term of region with scaling z̄−2ε. We

use the code [?, ?] to identify regions in Feynman parameter space corresponding to the

scaling (6.4), and we only keep the leading term of the region with overall scaling z̄−2ε. In

all cases, the result is a parametric integral the is trivial to perform. In the following we

summarise the virtual integral that enter our master integrals. We only present the result
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because the virtual integral is scaleless for a soft loop momentum. In addition, we have

the following relations:

M2 = M7[p1 ↔ p2; p3 ↔ p4][k → −k − p3] ,

M4 = M8[k → k + p3] ,

M6 = M16[p1 ↔ p2][k → k + p3]

= M18[p3 ↔ p4][k → −k − p3] ,

M12 = M13[p1 ↔ p2; p3 ↔ p4][k → −k]

= M25[p3 ↔ p4][k → k − p3] ,

M15 = M20[p1 ↔ p2][k → −k − p4] ,

M19 = M21[p1 ↔ p2; p3 ↔ p4][k → −k] ,

M23 = M30[p3 ↔ p4][k → k − p3 + p4] .

(6.2)

This leaves us with the following 10 master integrals to compute:

M1 =
1

1

2
2

=

∫

dΦS
3 Box1m,S1(s23, s13,m

2
H) ,

M2 =

1

2
2

1
=

∫

dΦS
3 Tri3m,S(s13, s24,m

2
H) ,

M4 =

11

22

=

∫

dΦS
3 Bub(s34) ,

M6 =

11

22

=

∫

dΦS
3

s13
Box1m,S2(s34, s24, s23 + s24) ,

M10 =
1

1

2
2

=

∫

dΦS
3 Box2me,S(s23 + s24, s13 + s14, s34,m

2
H) ,

M12 =

1

2

2

1

=

∫

dΦS
3

s23
Box2mh,S(s13, s23 + s24, s24,m

2
H) ,
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Conclusion/Outlook
• Systematic Expansion of Matrix Elements

• First Results: Soft-Virtual Cross-section

• Expansion as key ingredient for Full 

Kinematic Solution: boundary Condition

• Expansion as Check for Full Kinematic 

Cross-section
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