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Post Newtonian wave-forms

1 Spin parametrization: allowed regions

We will try to use some of the notation of the overleaf note titled ‘The e↵ect of the choice of prior....’, but
there are some typos, so we will write out the equations. The aim is to work out the allowed regions in
the �e↵ � �p space for a given value of the mass ratio q = m1/m2 � 1.

The two black holes have masses m1 and m2 < m1, with the mass ratio q = m1/m2 > 1. The
dimensionless spins �i are defined by scaling the angular momenta Si by the masses: �i = Si/m2

i
, and

each lie within the unit sphere. We use the subscripts z and ? to mark components along and perpendicular
to the orbital angular momentum, respectively.

From Ref. [SOH15], the e↵ective spin parameters �e↵ and �p are defined by

�e↵ =
m1 �1,z +m2 �2,z

m1 +m2
=

q �1,z + �2,z

q + 1
, (1.1)

�p =
1

A1m2
1

max (A1S1,?, A2S2,?) = max

✓
�1,?,

A2

A1q2
�2,?

◆
, (1.2)

where

A1 =
4m1 + 3m2

2m1
= 2 +

3

2q
, (1.3)

A2 =
4m2 + 3m1

2m2
= 2 +

3q

2
. (1.4)

Note that Ref. [SOH15] uses the opposite ordering of masses. It is also useful to define the auxiliary
variable

�a =
�m1 �1,z +m2 �2,z

m1 +m2
=

�q �1,z + �2,z

q + 1
. (1.5)

Note that this is the negative of the definition in the overleaf note. From Eq. (1.2), a characteristic value
of �p is

�p,0(q) =
A2

A1q2
=

4 + 3q

q(4q + 3)
< 1. (1.6)

The parameter �p is the maximum of two variables, one of which goes from zero to unity, while the other
goes from zero to a maximum value of �p,0(q) for a particular value of q. The prior volume is restricted
by |�i| < 1. We rewrite this in terms of the above parameters as

(�1,?)
2 + (�1,z)

2 = (�1,?)
2 +

(1 + q)2

4q2
(�e↵ � �a)

2 < 1, (1.7)

(�2,?)
2 + (�2,z)

2 = (�2,?)
2 +

(1 + q)2

4
(�e↵ + �a)

2 < 1 . (1.8)

Hence, for given values of q,�1,?, and �2,?, the constraints on �e↵ and �a are

|�e↵ � �a| 
2q

1 + q

⇥
1� �2

1,?
⇤1/2

, (1.9)

|�e↵ + �a| 
2

1 + q

⇥
1� �2

2,?
⇤1/2

. (1.10)

The unconstrained region in the �e↵ and �a plane is a square with size length = 2, centered on the origin
and with its sides parallel to the coordinate axes. We can verify that the above constraints mark out an
inclined rectangle which lies wholly inside this region. The resulting maximum and minimum values of �e↵

and �a are

�e↵ ,�a 2 [��max,�max] , �max ⌘ 1

1 + q

⇣
q
⇥
1� �2

1,?
⇤1/2

+
⇥
1� �2

2,?
⇤1/2⌘

. (1.11)
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FIG. 1. The distribution of fitting factors obtained by searching for
the precessing BNS systems described in section II with component
spins up to 0.4 (blue solid line), 0.2 (green dashed line), and 0.05 (red
dotted line) using the non-spinning BNS template bank described in
section II and the advanced LIGO, zero-detuned, high-power PSD
with a 15Hz lower frequency cutoff.

and location. Therefore, for this study we calculate the fitting-
factor for a single detector with an arbitrary location and po-
sition.

In Fig. 1 we show the distribution of fitting factors obtained
when searching for our population of BNS sources with the
non-spinning template bank. We see that 59% of signals were
recovered with a fitting factor less than 0.97. If the maxi-
mum spin magnitude is restricted to 0.05, we find that 6% of
signals are recovered with a FF less than 0.97. If BNS sys-
tems do exist with spin magnitudes up to 0.4, a template bank
that captures the effects of spin will be required to maximize
the number of BNS detections. Detection efficiency will be
greatly reduced by using a template bank that only contains
waveforms with no spin effects. Even under the assumption
that component spins in BNS systems will be no greater than
0.05, detection efficiency will be decreased if the effect of spin
on the signal waveform is ignored.

III. A TEMPLATE PLACEMENT ALGORITHM FOR
ALIGNED-SPIN BNS TEMPLATES

As we have demonstrated in the previous section, there
is a substantial region of the BNS parameter space where a
significant loss in signal-to-noise ratio would be encountered
when searching for astrophysically plausible, spinning BNS
systems with non-spinning templates. It has been suggested
that using BNS templates where the spins of the system are
aligned with the orbital angular momentum is sufficient for
detecting generic BNS systems with second-generation detec-
tors [30] using TaylorF2 templates that incorporate the leading
order spin-orbit and spin-spin corrections [44].

In this section we use these spin-aligned waveforms to con-
struct a template bank that attempts to cover the full space of
astrophysically plausible BNS spin configurations. This tem-
plate bank should contain as few templates as possible, while
still being able to detect any BNS system that might be ob-
served with aLIGO and AdV. To achieve this, it is important to
assess the “effective dimension” of the space, which is defined
as the number of orthogonal directions over which template
waveforms need to placed in order to cover the full physically
possible parameter range. We demonstrate that the effective
dimension of this parameter space is only two dimensional.
For BNS systems in aLIGO and AdV the extent of the physi-
cal parameter space in the remaining directions is smaller than
the coverage radius of a template and can be neglected.

As the effective dimension of the space is two-dimensional,
a hexagonal placement algorithm, similar to that used in pre-
vious searches of LIGO and Virgo data, could be employed to
cover the space. This allows our new method to be incorpo-
rated into existing search pipelines in a straightforward way.

Since BNS systems coalesce at ⇠ 1500 Hz, significantly
higher than the most sensitive band of the detectors, the wave-
form will be dominated by the inspiral part of the signal [45].
The effect of component spin on BNS inspiral waveforms has
been well explored in the literature [12–14, 41]). For spin-
aligned (i.e. non-precessing) waveforms, the dominant effects
of component spin are spin-orbit coupling, which enters the
waveform phasing at 1.5PN order, and spin1-spin2 coupling,
which enters the waveform phasing at 2PN order. Other spin-
related corrections to the PN phasing have been computed
[46, 47], however, in this work we mainly restrict to only the
two dominant terms. The methods described here are easily
extendable to include additional spin correction terms and this
does not significantly change our results, as we demonstrate at
the end of this section.

To construct a bank to search for generic BNS signals, we use TaylorF2 waveforms accurate to 3.5PN order in orbital phase
and including the leading order spin-orbit and spin-spin terms given by [44, 45]

h̃(f) = A(f ; ✓x)e
i (f ;�i) (5)

where ✓x describe the various orientation angles that only affect the amplitude and overall phase of the observed gravitational
waveform [24]. The phase  is given by

 = 2⇡f0xtc � �c + �0x
�5/3

+ �2x
�1

+ �3x
�2/3

+ �4x
�1/3

+ �5L log(x) + �6x
1/3

+ �6L log(x)x1/3
+ �7x

2/3, (6)
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FIG. 1. The distribution of fitting factors obtained by searching for
the precessing BNS systems described in section II with component
spins up to 0.4 (blue solid line), 0.2 (green dashed line), and 0.05 (red
dotted line) using the non-spinning BNS template bank described in
section II and the advanced LIGO, zero-detuned, high-power PSD
with a 15Hz lower frequency cutoff.

and location. Therefore, for this study we calculate the fitting-
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when searching for our population of BNS sources with the
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the number of BNS detections. Detection efficiency will be
greatly reduced by using a template bank that only contains
waveforms with no spin effects. Even under the assumption
that component spins in BNS systems will be no greater than
0.05, detection efficiency will be decreased if the effect of spin
on the signal waveform is ignored.
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rated into existing search pipelines in a straightforward way.
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and including the leading order spin-orbit and spin-spin terms given by [44, 45]

h̃(f) = A(f ; ✓x)e
i (f ;�i) (5)

where ✓x describe the various orientation angles that only affect the amplitude and overall phase of the observed gravitational
waveform [24]. The phase  is given by

 = 2⇡f0xtc � �c + �0x
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where f is the frequency, f0 is a fiducial frequency, x = f/f0, tc is the coalescence time, �c is a constant phase offset. The PN
phasing terms are
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where �E is the Euler gamma constant, � (the dominant spin-orbit coupling term) and � (the dominant spin-spin coupling term)
are given by

� =
1

12

2X

i=1

"
113

✓
mi

m1 +m2

◆2

+ 75⌘

#
L̂ · �i (15)

� =
⌘

48

⇣
�247�1 · �2 + 721L̂ · �1L̂ · �2

⌘
. (16)

and L̂ is the unit vector in the direction of the orbital angular momentum. Note that above we have omitted the �5 term, as it has
no dependance on frequency and is therefore included in the constant phase offset, �c.

Our goal is to construct a template bank containing the min-
imum number of waveforms for which any plausible BNS sig-
nal has a FF of 0.97 or higher. To place a template bank, we
follow the method of Owen [48]. We first construct a metric
on the waveform parameter space that describes the mismatch
between infinitesimally separated points,

O(h(✓), h(✓ + �✓)) = 1 �

X

ij

gij(✓) �✓
i �✓j , (17)

with the metric given by,

gij(✓) = �
1

2

@2O

@�✓i@�✓j
=

✓
@h(✓)

@✓i

����
@h(✓)

@✓j

◆
(18)

and where ✓ describes the parameters of the signal, in this
case the masses and the spins.

This metric is used to approximate the mismatch in the
neighborhood of any point. When doing this care must be
taken to choose a “good” set of coordinates where extrinsic
curvature is minimized. If a “bad” set of coordinates is cho-
sen, the region in which this approximation can be used will

be very small. To minimize this issue when placing the two-
dimensional non-spinning bank, the masses m1,m2 are trans-
formed into the “chirp times” ⌧0, ⌧3 [25]. In this coordinate
system, ellipses are constructed that describe fitting factors
greater than 0.97 around a point and hexagonal placement is
used to efficiently tile the space to achieve the desired minimal
match [31].

To construct our new bank, we treat the six �i and two
�iL components, given in Eq. (7), as eight independent pa-
rameters, as in [49]. The range of possible physical values
will trace out a four-dimensional manifold in the eight dimen-
sional parameter space given by the �↵, where ↵ is an index
that takes both i and iL values. We will demonstrate that this
eight-dimensional parameter space allows us to construct a
metric without intrinsic curvature.

As shown in [48] it is possible to evaluate the derivative
in (18), maximizing over the phase, �C , to give the metric in
terms of a 9 dimensional space:

�↵� =
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2
(J [ ↵ � ] � J [ ↵]J [ � ]) . (19)
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greater than 0.97 around a point and hexagonal placement is
used to efficiently tile the space to achieve the desired minimal
match [31].

To construct our new bank, we treat the six �i and two
�iL components, given in Eq. (7), as eight independent pa-
rameters, as in [49]. The range of possible physical values
will trace out a four-dimensional manifold in the eight dimen-
sional parameter space given by the �↵, where ↵ is an index
that takes both i and iL values. We will demonstrate that this
eight-dimensional parameter space allows us to construct a
metric without intrinsic curvature.

As shown in [48] it is possible to evaluate the derivative
in (18), maximizing over the phase, �C , to give the metric in
terms of a 9 dimensional space:

�↵� =
1

2
(J [ ↵ � ] � J [ ↵]J [ � ]) . (19)

Dependence approximated by two parameter model:

x = f/f0

⌘ =
m1m2

(m1 +m2)2

So far only the chirp mass, mass 
ratio and spin-orbit phase have 
been detected in an event. 

In addition there can be precession in the orbit.  





What can we learn

• Properties of Black Holes and Neutron Stars. 

• Test the laws of gravity in a regime we have never done so before. 

• Processes that result in Black Hole and Black Hole binary systems. 



Status of Observations



LIGO Observing Runs In the volume from where binary black 
holes are visible by LIGO in O3 there 
are roughly 10 million Milky Way size 
galaxies. 

In these volume there were forty black 
hole mergers in six months. 
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Abstract

On 2017 August 17 a binary neutron star coalescence candidate (later designated GW170817) with merger time
12:41:04 UTC was observed through gravitational waves by the Advanced LIGO and Advanced Virgo detectors. The
Fermi Gamma-ray Burst Monitor independently detected a gamma-ray burst (GRB 170817A) with a time delay of

1.7 s_ with respect to the merger time. From the gravitational-wave signal, the source was initially localized to a sky
region of 31 deg2 at a luminosity distance of 40 8

8
�
� Mpc and with component masses consistent with neutron stars. The

component masses were later measured to be in the range 0.86 to 2.26 M:. An extensive observing campaign was
launched across the electromagnetic spectrum leading to the discovery of a bright optical transient (SSS17a, now with
the IAU identification of AT 2017gfo) in NGC 4993 (at 40 Mpc_ ) less than 11 hours after the merger by the One-
Meter, Two Hemisphere (1M2H) team using the 1 m Swope Telescope. The optical transient was independently
detected by multiple teams within an hour. Subsequent observations targeted the object and its environment. Early
ultraviolet observations revealed a blue transient that faded within 48 hours. Optical and infrared observations showed a
redward evolution over ∼10 days. Following early non-detections, X-ray and radio emission were discovered at
the transient’s position 9_ and 16_ days, respectively, after the merger. Both the X-ray and radio emission likely
arise from a physical process that is distinct from the one that generates the UV/optical/near-infrared emission. No
ultra-high-energy gamma-rays and no neutrino candidates consistent with the source were found in follow-up searches.
These observations support the hypothesis that GW170817 was produced by the merger of two neutron stars in
NGC 4993 followed by a short gamma-ray burst (GRB 170817A) and a kilonova/macronova powered by the
radioactive decay of r-process nuclei synthesized in the ejecta.

Key words: gravitational waves – stars: neutron

1. Introduction

Over 80 years ago Baade & Zwicky (1934) proposed the idea
of neutron stars, and soon after, Oppenheimer & Volkoff (1939)
carried out the first calculations of neutron star models. Neutron
stars entered the realm of observational astronomy in the 1960s by
providing a physical interpretation of X-ray emission from
ScorpiusX-1(Giacconi et al. 1962; Shklovsky 1967) and of
radio pulsars(Gold 1968; Hewish et al. 1968; Gold 1969).

The discovery of a radio pulsar in a double neutron star
system by Hulse & Taylor (1975) led to a renewed interest in
binary stars and compact-object astrophysics, including the
development of a scenario for the formation of double neutron
stars and the first population studies (Flannery & van den

Heuvel 1975; Massevitch et al. 1976; Clark 1979; Clark et al.
1979; Dewey & Cordes 1987; Lipunov et al. 1987; for reviews
see Kalogera et al. 2007; Postnov & Yungelson 2014). The
Hulse-Taylor pulsar provided the first firm evidence(Taylor &
Weisberg 1982) of the existence of gravitational waves(Ein-
stein 1916, 1918) and sparked a renaissance of observational
tests of general relativity(Damour & Taylor 1991, 1992;
Taylor et al. 1992; Wex 2014). Merging binary neutron stars
(BNSs) were quickly recognized to be promising sources of
detectable gravitational waves, making them a primary target
for ground-based interferometric detectors (see Abadie et al.
2010 for an overview). This motivated the development of
accurate models for the two-body, general-relativistic dynamics
(Blanchet et al. 1995; Buonanno & Damour 1999; Pretorius
2005; Baker et al. 2006; Campanelli et al. 2006; Blanchet
2014) that are critical for detecting and interpreting gravita-
tional waves(Abbott et al. 2016c, 2016d, 2016e, 2017a, 2017c,
2017d).
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In the mid-1960s, gamma-ray bursts (GRBs) were discovered
by the Vela satellites, and their cosmic origin was first established
by Klebesadel et al. (1973). GRBs are classified as long or short,
based on their duration and spectral hardness(Dezalay et al. 1992;
Kouveliotou et al. 1993). Uncovering the progenitors of GRBs
has been one of the key challenges in high-energy astrophysics
ever since(Lee & Ramirez-Ruiz 2007). It has long been
suggested that short GRBs might be related to neutron star
mergers (Goodman 1986; Paczynski 1986; Eichler et al. 1989;
Narayan et al. 1992).

In 2005, the field of short gamma-ray burst (sGRB) studies
experienced a breakthrough (for reviews see Nakar 2007; Berger
2014) with the identification of the first host galaxies of sGRBs
and multi-wavelength observation (from X-ray to optical and
radio) of their afterglows (Berger et al. 2005; Fox et al. 2005;
Gehrels et al. 2005; Hjorth et al. 2005b; Villasenor et al. 2005).
These observations provided strong hints that sGRBs might be
associated with mergers of neutron stars with other neutron stars
or with black holes. These hints included: (i) their association with
both elliptical and star-forming galaxies (Barthelmy et al. 2005;
Prochaska et al. 2006; Berger et al. 2007; Ofek et al. 2007; Troja
et al. 2008; D’Avanzo et al. 2009; Fong et al. 2013), due to a very
wide range of delay times, as predicted theoretically(Bagot et al.
1998; Fryer et al. 1999; Belczynski et al. 2002); (ii) a broad
distribution of spatial offsets from host-galaxy centers(Berger
2010; Fong & Berger 2013; Tunnicliffe et al. 2014), which was
predicted to arise from supernova kicks(Narayan et al. 1992;
Bloom et al. 1999); and (iii) the absence of associated
supernovae(Fox et al. 2005; Hjorth et al. 2005c, 2005a;
Soderberg et al. 2006; Kocevski et al. 2010; Berger et al.
2013a). Despite these strong hints, proof that sGRBs were
powered by neutron star mergers remained elusive, and interest
intensified in following up gravitational-wave detections electro-
magnetically(Metzger & Berger 2012; Nissanke et al. 2013).

Evidence of beaming in some sGRBs was initially found by
Soderberg et al. (2006) and Burrows et al. (2006) and confirmed

by subsequent sGRB discoveries (see the compilation and
analysis by Fong et al. 2015 and also Troja et al. 2016). Neutron
star binary mergers are also expected, however, to produce
isotropic electromagnetic signals, which include (i) early optical
and infrared emission, a so-called kilonova/macronova (hereafter
kilonova; Li & Paczyński 1998; Kulkarni 2005; Rosswog 2005;
Metzger et al. 2010; Roberts et al. 2011; Barnes & Kasen 2013;
Kasen et al. 2013; Tanaka & Hotokezaka 2013; Grossman et al.
2014; Barnes et al. 2016; Tanaka 2016; Metzger 2017) due to
radioactive decay of rapid neutron-capture process (r-process)
nuclei(Lattimer & Schramm 1974, 1976) synthesized in
dynamical and accretion-disk-wind ejecta during the merger;
and (ii) delayed radio emission from the interaction of the merger
ejecta with the ambient medium (Nakar & Piran 2011; Piran et al.
2013; Hotokezaka & Piran 2015; Hotokezaka et al. 2016). The
late-time infrared excess associated with GRB 130603B was
interpreted as the signature of r-process nucleosynthesis (Berger
et al. 2013b; Tanvir et al. 2013), and more candidates were
identified later (for a compilation see Jin et al. 2016).
Here, we report on the global effort958 that led to the first joint

detection of gravitational and electromagnetic radiation from a
single source. An ∼ 100 s long gravitational-wave signal
(GW170817) was followed by an sGRB (GRB 170817A) and
an optical transient (SSS17a/AT 2017gfo) found in the host
galaxy NGC 4993. The source was detected across the
electromagnetic spectrum—in the X-ray, ultraviolet, optical,
infrared, and radio bands—over hours, days, and weeks. These
observations support the hypothesis that GW170817 was
produced by the merger of two neutron stars in NGC4993,
followed by an sGRB and a kilonova powered by the radioactive
decay of r-process nuclei synthesized in the ejecta.

Figure 1. Localization of the gravitational-wave, gamma-ray, and optical signals. The left panel shows an orthographic projection of the 90% credible regions from
LIGO (190 deg2; light green), the initial LIGO-Virgo localization (31 deg2; dark green), IPN triangulation from the time delay between Fermi and INTEGRAL (light
blue), and Fermi-GBM (dark blue). The inset shows the location of the apparent host galaxy NGC 4993 in the Swope optical discovery image at 10.9 hr after the
merger (top right) and the DLT40 pre-discovery image from 20.5 days prior to merger (bottom right). The reticle marks the position of the transient in both images.

958 A follow-up program established during initial LIGO-Virgo observations
(Abadie et al. 2012) was greatly expanded in preparation for Advanced LIGO-
Virgo observations. Partners have followed up binary black hole detections,
starting with GW150914 (Abbott et al. 2016a), but have discovered no firm
electromagnetic counterparts to those events.
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Figure 2. Timeline of the discovery of GW170817, GRB 170817A, SSS17a/AT 2017gfo, and the follow-up observations are shown by messenger and wavelength
relative to the time tc of the gravitational-wave event. Two types of information are shown for each band/messenger. First, the shaded dashes represent the times when
information was reported in a GCN Circular. The names of the relevant instruments, facilities, or observing teams are collected at the beginning of the row. Second,
representative observations (see Table 1) in each band are shown as solid circles with their areas approximately scaled by brightness; the solid lines indicate when the
source was detectable by at least one telescope. Magnification insets give a picture of the first detections in the gravitational-wave, gamma-ray, optical, X-ray, and
radio bands. They are respectively illustrated by the combined spectrogram of the signals received by LIGO-Hanford and LIGO-Livingston (see Section 2.1), the
Fermi-GBM and INTEGRAL/SPI-ACS lightcurves matched in time resolution and phase (see Section 2.2), 1 5×1 5 postage stamps extracted from the initial six
observations of SSS17a/AT 2017gfo and four early spectra taken with the SALT (at tc+1.2 days; Buckley et al. 2017; McCully et al. 2017b), ESO-NTT (at
tc+1.4 days; Smartt et al. 2017), the SOAR 4 m telescope (at tc+1.4 days; Nicholl et al. 2017d), and ESO-VLT-XShooter (at tc+2.4 days; Smartt et al. 2017) as
described in Section 2.3, and the first X-ray and radio detections of the same source by Chandra (see Section 3.3) and JVLA (see Section 3.4). In order to show
representative spectral energy distributions, each spectrum is normalized to its maximum and shifted arbitrarily along the linear y-axis (no absolute scale). The high
background in the SALT spectrum below 4500Å prevents the identification of spectral features in this band (for details McCully et al. 2017b).
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Highlight O3

With so many events we can 
start to ask questions about 
the way these binary black 
hole systems formed.  

There are two main puzzles: 

• How come many of the 
Black Holes are so heavy? 

• How did the pair of black 
holes get so close to 
eventually merge by 
emitting GW 



Masses of individual Black Holes

The BHs observed by LIGO are surprisingly heavy. They are both heavier than 
the BH in binaries in our own galaxy and some of them seem heavier than 
what our theoretical calculations seem to allow. 

Figure 1. Masses and spins for 10 black holes
with approximate error bars. The three high-
mass-X-ray-binary systems, LMC X-1, Cygnus
X-1 and M33 X-7 are indicated by names above
the line and in red online.

Figure 2. Distribution (upper bound) of
spins for black holes in NSBH binaries, with
masses greater than 2M�, assuming NS natal
spins of 0, BH natal spins of 0.5 and merging
in 15 billion years. Adapted from [14].

square root charge of 4.6 ⇥ 10�45 seconds). The reason for the violation of the Kerr bound in
these cases is that elementary particles typically have Planckian values of spin, but not of mass.
Of the Standard Model elementary particles, only the Higg’s boson satisfies the Kerr bound
because its charge and spin are thought to be zero.

Object Mass [s] J/M [s] a⇤
Earth 1.5⇥ 10�11 1.3⇥ 10�8 895
Sun 4.9⇥ 10�6 6.1⇥ 10�6 1.2
VFTS 102 1.2⇥ 10�4 9.3⇥ 10�3 75
PSR J1748-2446ad 6.9⇥ 10�6 2.9⇥ 10�6 0.4
Cygnus X-1 7.30⇥ 10�5 7.23⇥ 10�5 0.99

Table 1. Approximate values of mass and specific angular momentum for the Earth, Sun, a
rapidly spinning massive star VFTS 102, a rapidly spinning neutron star PSR J1748-2446ad and
a rapidly spinning black hole Cygnus X-1. For ease of comparison, both the mass and specific
angular momentum values are given in seconds.

2. X-ray observations
X-ray observations of accretion disks have been able to measure the spins of around 10 stellar
mass black holes [11]. These are displayed in Fig 1.

Of these most are Low Mass X-ray Binary (LMXB) sources and are unlikely to form the
double compact object systems necessary to be seen by the current generation of ground-based
gravitational wave detectors. Three of the systems (LMC X-3, M33 X-7 and Cygnus X-1) are
High Mass X-ray Binaries (HMXB) where the companion to the black hole is a massive star,
with mass greater than ⇠ 10M� and these systems do have a chance to form either neutron
star-black hole binaries or binary black holes systems. These systems in themselves are not
targets for current ground-based GW observatories as they are many millions of years away
from merging but it is interesting to note that all three of these HMXBs have black holes with
large spins a⇤ > 0.85 and this suggests that the population of black holes in compact binary
systems might be dominated by black holes with large spins. The probability of obtaining three
values all above 0.7 from a flat distribution is only 3% .

Nielsen 1604.00778
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Figure 4. The left-hand panel shows compact object masses (mCO) from GW detections in O1 and O2, with the black
squares and error bars representing the component masses of the merging black holes and their uncertainties, and red triangles
representing the mass and associated uncertainties of the merger products. The horizontal green line shows the 99th percentile of
the mass distribution inferred from the Model B PPD. In the right-hand panel, the predicted compact-object mass is shown as a
function of the zero-age main sequence mass of the progenitor star (mZAMS) and for four di↵erent metallicities of the progenitor
star (ranging from Z = 10�4 to Z = 2⇥ 10�2, Spera & Mapelli 2017). This model accounts for single stellar evolution from the
PARSEC stellar-evolution code (Bressan et al. 2012), for core-collapse supernovae (Fryer et al. 2012), and for pulsational-pair
instability and pair-instability supernovae (Woosley 2017). The shaded areas represent the lower and upper mass gaps. There
is uncertainty as to the final product of GW170817. It is shown in the left-hand panel to emphasize that BNS mergers might
fill the lower gap.

tribution:

p(m1,m2) /
1

m1m2
, (16)

subject to the same mass cuto↵s 5M� < m2 <
m1 < 50M� as the fixed power-law population. Both
the power-law and flat-in-log populations assume an
isotropic and uniform-magnitude spin distribution
(↵a = �a = 1). These two fixed-parameter populations
are used to estimate the population-averaged sensitive
volume hV T i with a Monte-Carlo injection campaign
as described in Abbott et al. (2018), with each popu-
lation corresponding to a di↵erent hV T i because of the
strong correlation between the mass spectrum and the
sensitive volume. Under the assumption of a constant-
in-redshift rate density, these hV T i estimates yield two
di↵erent estimates of the rate: 57+40

�25 Gpc�3 yr�1for
the ↵ = 2.3 population, and 19+13

�8.2 Gpc�3 yr�1for the
flat-in-log population (90% credibility; combining the
rate posteriors from the two analysis pipelines).

The two fixed-parameter distributions do not incor-
porate all information about the mass, mass ratio, spin
distribution, and redshift evolution suggested by our ob-
servations in O1 and O2. In this section, rather than fix-
ing the mass and spin distribution, we estimate the rate
by marginalizing over the uncertainty in the underlying
population, which we parameterize with the mass and
spin models employed in Sections 3 and 5. When carry-
ing out these analyses, it is computationally infeasible
to determine V T (⇠) for each point in parameter space
with the full Monte-Carlo injection campaign described
in Abbott et al. (2018), so we employ the semi-analytic
methods described in Appendix A. Furthermore, while
the rate calculations in Abbott et al. (2018) incorporate
all triggers down to a very low threshold and fit the num-
ber of detections by modeling the signal and background
distributions in the detection pipelines (Farr et al. 2015;
Abbott et al. 2016f), in this work we fix a high detection
threshold Abbott et al. (2018), which sets the number



High Mass End

There are several examples of events with masses above the pair instability threshold.  

Note that there is already one event O2 (GW170812) in the IAS sample. GW170729  was also 
heavy although consistent with the cut-off. It was marginal in the LIGO pipeline but was 
completely above the background in our search.  
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of the detectors, the waveforms of GW150914,
GW151226, and LVT151012 are also shown. The expected
signal-to-noise ratio (SNR) ρ of a signal, hðtÞ, can be
expressed as

ρ2 ¼
Z

∞

0

ð2j ~hðfÞj
ffiffiffi
f

p
Þ2

SnðfÞ
d lnðfÞ; ð1Þ

where ~hðfÞ is the Fourier transform of the signal. Writing it
in this form motivates the normalization of the waveform
plotted in Fig. 1, as the area between the signal and noise
curves is indicative of the SNR of the events.
The gravitational-wave signal from a BBH merger takes

the form of a chirp, increasing in frequency and amplitude
as the black holes spiral inwards. The amplitude of the
signal is maximum at the merger, after which it decays
rapidly as the final black hole rings down to equilibrium. In
the frequency domain, the amplitude decreases with fre-
quency during inspiral, as the signal spends a greater
number of cycles at lower frequencies. This is followed
by a slower falloff during merger and then a steep decrease
during the ringdown. The amplitude of GW150914 is
significantly larger than the other two events, and at the
time of the merger, the gravitational-wave signal lies well
above the noise. GW151226 has a lower amplitude but
sweeps across the whole detector’s sensitive band up to
nearly 800 Hz. The corresponding time series of the three
waveforms are plotted in the right panel of Fig. 1 to better
visualize the difference in duration within the Advanced
LIGO band: GW150914 lasts only a few cycles, while
LVT151012 and GW151226 have lower amplitudes but last
longer.
The analysis presented in this paper includes the total set

of O1 data from September 12, 2015 to January 19, 2016,

which contain a total coincident analysis time of 51.5 days
accumulated when both detectors were operating in their
normal state. As discussed in Ref. [13] with regard to the
first 16 days of O1 data, the output data of both detectors
typically contain nonstationary and non-Gaussian features,
in the form of transient noise artifacts of varying durations.
Longer duration artifacts, such as nonstationary behavior in
the interferometer noise, are not very detrimental to CBC
searches as they occur on a time scale that is much longer
than any CBC waveform. However, shorter duration
artifacts can pollute the noise background distribution of
CBC searches. Many of these artifacts have distinct
signatures [49] visible in the auxiliary data channels from
the large number of sensors used to monitor instrumental or
environmental disturbances at each observatory site [50].
When a significant noise source is identified, contaminated
data are removed from the analysis data set. After applying
this data quality process, detailed in Ref. [51], the remain-
ing coincident analysis time in O1 is 48.6 days. The
analyses search only stretches of data longer than a
minimum duration, to ensure that the detectors are operat-
ing stably. The choice is different in the two analyses and
reduces the available data to 46.1 days for the PyCBC
analysis and 48.3 days for the GstLAL analysis.

III. SEARCH RESULTS

Two different, largely independent, analyses have been
implemented to search for stellar-mass BBH signals in the
data of O1: PyCBC [2–4] and GstLAL [5–7]. Both these
analyses employ matched filtering [52–60] with waveforms
given by models based on general relativity [8,9] to search
for gravitational waves from binary neutron stars, BBHs,
and neutron star–black hole binaries. In this paper, we
focus on the results of the matched-filter search for BBHs.

FIG. 1. Left panel: Amplitude spectral density of the total strain noise of the H1 and L1 detectors,
ffiffiffiffiffiffiffiffiffi
SðfÞ

p
, in units of strain per

ffiffiffiffiffiffi
Hz

p
,

and the recovered signals of GW150914, GW151226, and LVT151012 plotted so that the relative amplitudes can be related to the SNR
of the signal (as described in the text). Right panel: Time evolution of the recovered signals from when they enter the detectors’ sensitive
band at 30 Hz. Both figures show the 90% credible regions of the LIGO Hanford signal reconstructions from a coherent Bayesian
analysis using a nonprecessing spin waveform model [48].
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FIG. 15. Normalized spectrograms of the time around common noise artifacts with a time-frequency evolution of a related trigger template
overlaid. Top Left: Scattered light artifacts at Hanford with the template of trigger 170616 overlaid. Top Right: A 60-200 Hz nonstationarity
at Livingston with the template of trigger 170412 overlaid. Bottom Left: A short duration transient at Livingston with the template of trigger
170630 overlaid. Bottom Right: A blip at Hanford with the template of a sub-threshold high mass trigger overlaid.

The large amount of excess power due to these artifacts pro-
duces a large impulse response during the whitening process,
a↵ecting the ability of searches to optimally search the sur-
rounding data [8]. For this reason, these artifacts are gated by
the searches before analysis, using the procedure described
in [8]. Notably, the instrumental artifact present in LIGO-
Livingston during GW170817 [18] was of this class.

For systems like GW170817, gating has been shown to re-
move short-duration transients without a significant bias to as-
trophysical parameter estimation [230]; full glitch subtraction
with BayesWave [53], as used for the GW170817 parameter-
estimation, produces more robust results.

4. Blips

Blip transients [89] are short, band-limited transients that
occur in both LIGO detectors at a rate of roughly once per
hour. Because of their subsecond duration and limited band-
width, these transients often have significant overlap with the
shortest templates used in matched-filter searches. Templates
that terminate between 50-100 Hz and have high ratios of
component mass parameters have similar morphology to these
artifacts. Blip transients are particularly problematic as they
typically do not couple into any witness sensors used to mon-
itor the detector, which makes it di�cult to systematically re-
move them from the analyses. As such, these transients were
the limiting noise source to modeled searches for high mass
compact binary coalescences in O1 and O2 [66, 70, 89, 231].

Investigations into blips have identified multiple causes
[232], but the vast majority of blips remain unexplained. Al-
though these transients cannot be removed from the analy-
sis entirely, signal morphology tests in matched-filter searches
are used to mitigate their e↵ects [70].

Appendix B: Parameter-Estimation Description

We use coherent Bayesian inference methods to extract the
posterior distribution p(~#|~d) for the parameters ~# that char-
acterize a compact binary coalescence associated with a par-
ticular GW event. Following Bayes’ theorem [233, 234], the
posterior is proportional to the product of the likelihood of the
data given the parameters and the prior (assumed) distribu-
tion of the parameters. The likelihood function depends on a
noise-weighted inner product between the detector data ~d and
a parametrized waveform model for the two GW polarizations
h+,⇥(~#; t) which is projected onto the response of each detec-
tor to obtain the strain [128]. By marginalizing the posterior
distribution over all but one or two parameters, it is then possi-
ble to generate credible intervals or credible regions for those
parameters.

We sample the posterior distribution with stochastic sam-
pling algorithms using an implementation of Markov-chain
Monte Carlo [235, 236] and nested sampling available in
the LALInference package [237] as part of the LSC Al-
gorithm Library (LAL) [238]. Additional posterior results
for computationally expensive waveform models are ob-
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FIG. 3: Cumulative trigger rates in bank BBH (0,0) (binary
black holes whose chirp mass falls in the range 3–5M� [17])
using the entirety of the O2 bulk data. The initial trigger
distribution (blue) is the distribution of the maximum
overlap obtained every second, computed after removal of
bad data, as described in Ref. [12]. In green is shown the
final cumulative trigger distribution, after correcting for
PSD drift and applying signal consistency vetoes. In black
we show the cumulative trigger distribution when PSD drift
is unaccounted for. For reference we show in orange the
trigger distribution when the signal consistency vetoes are
not applied. While real events are in general left untouched
by the PSD drift correction (see Fig. 1), the background
distribution undergoes a dramatic change. This is because if
left unaccounted for, the fluctuations in places with variance
misestimation dominate the tail of the trigger distribution.
This e↵ect becomes more severe at higher trigger
significance.

H, L refer to the LIGO detectors at Hanford and Liv-
ingston. We determine a 15% volume increase in both
banks due to correcting the PSD drift e↵ect. This is

FIG. 4: Cumulative trigger rates in bank BBH (3,0) (binary
black holes whose chirp mass falls in the range 20–40M�
and whose e↵ective spin does not have a very negative
value [17]), using the entirety of the O2 bulk data. This
bank contains most of the detected BBH events in O1 and
O2. As can be seen, signal consistency checks for triggers are
much more important in this domain as the waveforms in
general have a very short duration in band. But by pushing
back the background distribution, PSD drift correction still
mitigates a substantial amount of sensitivity loss.

estimated using

Vcorr

Vuncorr
=

2

6664

✓
z2H
�H

+
z2L
�L

◆ ����
FAR=1/O2✓

z2H
�Hcomputed

+
z2L

�L computed

◆ ����
FAR=1/O2

3

7775

�3/2

⇡ 1.15,
(38)

where the terms are evaluated at the threshold where the
background distribution produces a false alarm rate of 1
trigger per O2 run. We expect this volume increase to be
the same for BNSs as well as for NSBHs. This is a conser-
vative lower bound as many real events would not have
comparable detector response, especially in the latest ob-
serving runs where the sensitivity greatly di↵ers between

Effect of PSD drift and vetoes

Note that these plots are produced with data after masking (holes + in-painting). 


Non-G of the data results in orders of magnitude increase in the rate of triggers.


Even in this heavy BBH bank all the outliers in a single detector  are real events.  Light BBHs and BNS have 
basically no glitches after masking all the non-G is PSD drift. 


Trigger rate for PyCBC above 64 approx 10-4 Hz.



Sensitivity Comparison
Prior to demanding consistency between 
detectors

You can reach the same conclusion about LVT during O1. The plot looks very similar. 

(90/64)1/2 = 1.2  and (90/64)3/2 = 1.7


Equivalent to reducing the strain noise 
amplitude by ~ 20 %


Equivalent to increasing the volume 
by ~ 70 %


LIGO FAR = 1 in 5 yrs


IAS FAR < 1 in 20000 O2 = 1 in 6500 yrs 
(saturated by the amount of background 
we collected) 


Additional suppression approximately 
Delta snr^2=20. In trigger distributions 
going from 40 to 60 is approximately 3 
orders of magnitude in the rate. 
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Detecting Gravitational Waves With Disparate Detector Responses:

Two New Binary Black Hole Mergers

Barak Zackay,1, ⇤ Liang Dai,1 Tejaswi Venumadhav,1 Javier Roulet,2 and Matias Zaldarriaga1

1School of Natural Sciences, Institute for Advanced Study, 1 Einstein Drive, Princeton, NJ 08540, USA
2Department of Physics, Princeton University, Princeton, NJ, 08540, USA

(Dated: October 22, 2019)

We introduce a new technique to search for gravitational wave events from compact binary mergers
that produce a clear signal only in a single gravitational wave detector, and marginal signals in other
detectors. Such a situation can arise when the detectors in a network have di↵erent sensitivities, or
when sources have unfavorable sky locations or orientations. We start with a short list of loud single-
detector triggers from regions of parameter space that are empirically una↵ected by glitches (after
applying signal-quality vetoes). For each of these triggers, we compute evidence for astrophysical
origin from the rest of the detector network by coherently combining the likelihoods from all detectors
and marginalizing over extrinsic geometric parameters. We report the discovery of two new binary
black hole (BBH) mergers in the second observing run of Advanced LIGO and Virgo (O2), in
addition to the ones that were reported in [1] and [2]. We estimate that the two events have false
alarm rates of one in 19 years (60 O2) and one in 11 years (36 O2).

One of the events, GW170817A, has primary and secondary masses msrc
1 = 56+16

�10 M� and m
src
2 =

40+10
�11 M� in the source frame. The existence of GW170817A should be very informative about the

theoretically predicted upper mass gap for stellar mass black holes. Its e↵ective spin parameter is
measured to be �e↵ = 0.5 ± 0.2, which is consistent with the tendency of the heavier detected BBH
systems to have large and positive e↵ective spin parameters. The other event, GWC170402, will be
discussed thoroughly in future work.

I. INTRODUCTION

The LIGO-Virgo Collaboration (LVC) detected ten bi-
nary black hole (BBH) coalescence events during their
first and second observing runs (O1 and O2) [1]. We
performed an independent analysis of the publicly re-
leased O1 and O2 data, and reported seven additional
BBH events in Refs. [2–4]. Several of the events we iden-
tified were recently also found in an independent search
using the PyCBC analysis pipeline, which also reported
a new massive BBH [5].

Figure 1 summarizes the sensitivity reach of both
search e↵orts, in terms of the signal-to-noise ratios (SNR)
in the Hanford (H1) and Livingston (L1) detectors. In
this paper, we extend our search to cover the region in pa-
rameter space in which the signal response is very high
in one detector, but small in the other (this regime is
shown as the teal region1 in Fig. 1. It is in general chal-
lenging to reliably compute the false alarm rate (FAR)
of a trigger in this region, because throughout the entire
observing run, there are only a small number of triggers
that (a) have comparably high SNRs, (b) are well fit by
similar waveforms, and (c) pass our vetoes. The fact
that we cannot realistically simulate interferometer data
prevents us from empirically measuring the FAR.

We could empirically measure the number of fainter
triggers and extrapolate the distribution. However, loud

⇤ bzackay@ias.edu
1 The analogous region with high SNR in H1 corresponds to much

smaller sensitive volume

FIG. 1: Incoherent Hanford (H1) and Livingston (L1)
SNR2 for coincident and background triggers (computed
using 20 000 time slides), for all the sub-banks with events.
The blue and orange lines are approximate incoherent
detection limits for analyses in Refs. [1] and [2], respectively,
restricted to using H1 and L1 data only. GW170814 has
⇢
2
L = 170, higher than shown here (indicated with an arrow),

and GW170608 is not shown because its H1 data is not part
of the bulk O2 data release. Figure adapted from Ref. [2].

triggers are mainly produced due to anomalous detec-
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Low Mass End

Non-interacting dark 
companions have recently been 
discovered. Latest example:

In O3 there are examples 
of low mass 
companions. 


Note also GW151226 



Compact binaries

To merge due to emission of GW 
radiation two 20 solar mass  black 
holes need to be closer than 30 solar 
radii.  

The massive stars that are the 
progenitors of these black holes are 
much bigger than that during their 
giant phase. How did the black holes 
come together? 

  

These groups indicate types 
of stars, or stages in the 
evolution of stars

Color, luminosity and sizes of stars



Formation channels 
2

2. FORMING HEAVY BBHS IN GCS

We extract from our 48 models all the binaries that
appear similar to GW150914. We start by looking at any
BBH whose source-frame component and chirp masses
fall within the 90% credible regions for GW150914
(m1 = 35.7+5.4

�3.8M�, m2 = 29.1+3.8
�4.4M�, and Mc =

27.9+2.1
�1.7M�, from The LIGO Scientific Collaboration &

The Virgo Collaboration 2016b). This corresponds to
a total of 262 BBHs from 40 of the 48 GC models, 259
of which merge outside the cluster. We assume all GCs
formed ⇠ 12 Gyr ago (at z ' 3.5, consistent with GCs
in the Milky Way, although other galaxies, such as the
Large and Small Magellanic Clouds, have significantly
younger GC populations). Of the 8 GC models that
do not contribute BBHs with masses like GW150914,
4 have disrupted before 12 Gyr and are exlcluded from
our analysis, and the remaining 4 have low initial N and
lower number of initial BHs. The remaining 40 GC mod-
els contribute roughly equal numbers of GW150914-like
BBHs (when normalized to the number of initial stars
in each model). Our models show a strong dependence
on metallicity, with the Z = 0.05Z� and 0.01Z� models
contributing nearly 3 and 5 times as many BBHs as the
Z = 0.25Z� models, respectively.
We then define a true GW150914 progenitor to be

the subset of these 262 binaries that merge between 7
and 13 Gyr after GC formation, corresponding to merg-
ers that occur in the local universe (z < 0.5). We
find 14 such systems across our 48 models, all of which
were ejected from the cluster prior to merger. Of these
14, we find that 10 originate from 5 GC models with
similar initial conditions, corresponding to GCs with
lower metallicities (0.05Z� and 0.01Z�, typical for the
low-metallicity clusters in most galaxies), large masses
(N = 1 ⇥ 106 and 2 ⇥ 106 initial particles, correspond-
ing to final masses of 3⇥ 105M� to 6⇥ 105M� today),
and typical virial radii (Rv = 2 pc). That these binaries
(and the majority of all 262 GW150914-like BBHs) form
from low metallicity and massive clusters is unsurpris-
ing: lower metallicities yield less e↵ective stellar winds
(Vink 2011), reducing the amount of mass that is lost
before a massive star collapses, and producing “heavy”
BHs like the observed components of GW150914 (Bel-
czynski et al. 2010; Mapelli et al. 2013; Spera et al.
2015). Furthermore, massive clusters produce a larger
number of BHs, which enhances the dynamical produc-
tion of BBHs.
The preference for clusters with larger virial radius (2

pc versus the more compact 1 pc clusters) arises from the
need for long inspiral times. Binaries with total masses
of ⇠ 60M� are more massive than the average stellar or
BH mass in the cluster, and are typically ejected within
the first few Gyrs of a cluster’s evolution. However, since

Figure 1. Interaction diagram showing the formation history
for two GW150914 progenitors in a single GC model. From
top to bottom, the history of each individual BH that will
eventually comprise a GW150914-like binary is illustrated,
including all binary interactions. The legend shows the var-
ious types of gravitational encounters included in our GC
models (with the exception of two-body relaxation). In each
interaction, the black sphere represents the GW150914 pro-
genitor BH, while the blue and red spheres represent other
BHs (and stars) in the cluster core.

Rodriguez et al. 1604.04254

Belczynski et al. 2016

• Rate 
• Masses 
• Spin 
• Eccentricity

There already is interesting spin 
information



Spin measurements

Spins are small. The distribution is not consistent with no spin. All the significant detections 
are on the positive spin side (small caveat, positive spin events are louder). This points to a 
significant contribution of the binary channel. 


There is no evidence for negative spin.  


Several of the spins that are significantly different from zero are still small. Not very 
consistent with the naive tide scenario. 

3

FIG. 2. Upper panels show the whitened strains around the trigger time of GW151216 in LIGO Hanford/Livingston detectors
(light colored curves). Overplotted are the maximum likelihood fits using the spin-aligned IMRPhenomD waveforms (dark colored
curves). Lower panels show the corresponding spectrograms. Note that the best-fit gravitational waveform accumulates nearly
the entire signal-to-noise in the frequency range [30, 300] Hz.

�e↵ = (m1 �1z + m2 �2z)/M . This prior is de-
signed such that �e↵ is distributed uniformly within
[��max, �max].

We choose �max = 0.99 in order to allow highly spinning
mergers.

To leading order, �e↵ is the only spin parameter that
determines the phasing of the gravitational waveform.
The isotropic spin prior strongly penalizes configurations
in which the two black holes have large and aligned spins,
and hence the induced prior on �e↵ is significantly peaked
around �e↵ = 0. The isotropic prior is a natural conse-
quence of dynamical models for BBH formation. In order
to examine the impact of this assumption on parameter
estimation, we contrast the results with those obtained
using the flat prior on �e↵ (as a proxy for other astro-
physical scenarios).

Figure 3 shows the posterior distributions for Mdet,
q and �e↵ under the two di↵erent spin priors. Under
the isotropic spin prior, the most probable value for �e↵

is ' 0.55, which is already higher than the values ob-
served in previous LIGO/Virgo BBH events. In addi-
tion, the mass-ratio q ⇠ 0.4 is peaked away from unity.
However, the isotropic spin prior peaks at �e↵ = 0, and
is suppressed at �e↵ ' 0.55. This suggests that even
higher values are penalized by the prior rather than by
the data itself. Under the flat �e↵ prior, we indeed mea-
sure a higher value for the aligned spin �e↵ = 0.81+0.15

�0.21,
which requires both black holes to be rapidly spinning

and aligned. The mass ratio q is also consistent with
unity, and hence, the choice of spin prior also a↵ects the
most probable value for the chirp mass.

The maximum likelihood solution has a strikingly high
value of �e↵ = 0.84 for the aligned spin, and a mass
ratio q ⇡ 1. In all the two-dimensional marginalized
joint posterior distributions of Figure 3, the maximum
likelihood parameters coincide with the most probable
a posteriori values for the flat �e↵ prior, but fall nearly
outside the 95% quantiles for the isotropic prior. More
formally, the Bayesian evidence ratio between the flat
�e↵ prior and the isotropic spin prior is K ⇡ 22, which
favors the former prior choice over the latter in the sense
of Bayesian model selection [14].

Table I summarizes the source parameters and their
uncertainties under the two di↵erent spin priors. The
results demonstrate the impact of the choice of priors
on GW parameter estimation [15]. Astrophysical mech-
anisms that involve binary stellar evolution can form
aligned and highly spinning black hole binaries [16]; thus,
we should take care to adopt priors that do not unfairly
penalize solutions with large aligned (or anti-aligned)
spins.

Spin-misaligned model. In this section, we expand
the parameter space to allow for misaligned component
spins, and examine the gravitational wave data for evi-
dence for the associated spin-orbit precession. To date
spin-orbit precession has not been detected in any of the



Spin measurements
Model
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Summary

O1: one new events (LIGO had 3)

O2: six new events  (LIGO had 7)

O2: 2 “detector and a half” events

O2: One intriguing triplet of events from the same location in the sky and the 
same parameters

Approximately double the volume where events can be found. The criteria to 
declare an event is the same.
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Sensitivity Comparison
Prior to demanding consistency between 
detectors

You can reach the same conclusion about LVT during O1. The plot looks very similar. 

(90/64)1/2 = 1.2  and (90/64)3/2 = 1.7


Equivalent to reducing the strain noise 
amplitude by ~ 20 %


Equivalent to increasing the volume 
by ~ 70 %


LIGO FAR = 1 in 5 yrs


IAS FAR < 1 in 20000 O2 = 1 in 6500 yrs 
(saturated by the amount of background 
we collected) 


Additional suppression approximately 
Delta snr^2=20. In trigger distributions 
going from 40 to 60 is approximately 3 
orders of magnitude in the rate. 
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when sources have unfavorable sky locations or orientations. We start with a short list of loud single-
detector triggers from regions of parameter space that are empirically una↵ected by glitches (after
applying signal-quality vetoes). For each of these triggers, we compute evidence for astrophysical
origin from the rest of the detector network by coherently combining the likelihoods from all detectors
and marginalizing over extrinsic geometric parameters. We report the discovery of two new binary
black hole (BBH) mergers in the second observing run of Advanced LIGO and Virgo (O2), in
addition to the ones that were reported in [1] and [2]. We estimate that the two events have false
alarm rates of one in 19 years (60 O2) and one in 11 years (36 O2).

One of the events, GW170817A, has primary and secondary masses msrc
1 = 56+16

�10 M� and m
src
2 =

40+10
�11 M� in the source frame. The existence of GW170817A should be very informative about the

theoretically predicted upper mass gap for stellar mass black holes. Its e↵ective spin parameter is
measured to be �e↵ = 0.5 ± 0.2, which is consistent with the tendency of the heavier detected BBH
systems to have large and positive e↵ective spin parameters. The other event, GWC170402, will be
discussed thoroughly in future work.

I. INTRODUCTION

The LIGO-Virgo Collaboration (LVC) detected ten bi-
nary black hole (BBH) coalescence events during their
first and second observing runs (O1 and O2) [1]. We
performed an independent analysis of the publicly re-
leased O1 and O2 data, and reported seven additional
BBH events in Refs. [2–4]. Several of the events we iden-
tified were recently also found in an independent search
using the PyCBC analysis pipeline, which also reported
a new massive BBH [5].

Figure 1 summarizes the sensitivity reach of both
search e↵orts, in terms of the signal-to-noise ratios (SNR)
in the Hanford (H1) and Livingston (L1) detectors. In
this paper, we extend our search to cover the region in pa-
rameter space in which the signal response is very high
in one detector, but small in the other (this regime is
shown as the teal region1 in Fig. 1. It is in general chal-
lenging to reliably compute the false alarm rate (FAR)
of a trigger in this region, because throughout the entire
observing run, there are only a small number of triggers
that (a) have comparably high SNRs, (b) are well fit by
similar waveforms, and (c) pass our vetoes. The fact
that we cannot realistically simulate interferometer data
prevents us from empirically measuring the FAR.

We could empirically measure the number of fainter
triggers and extrapolate the distribution. However, loud

⇤ bzackay@ias.edu
1 The analogous region with high SNR in H1 corresponds to much

smaller sensitive volume

FIG. 1: Incoherent Hanford (H1) and Livingston (L1)
SNR2 for coincident and background triggers (computed
using 20 000 time slides), for all the sub-banks with events.
The blue and orange lines are approximate incoherent
detection limits for analyses in Refs. [1] and [2], respectively,
restricted to using H1 and L1 data only. GW170814 has
⇢
2
L = 170, higher than shown here (indicated with an arrow),

and GW170608 is not shown because its H1 data is not part
of the bulk O2 data release. Figure adapted from Ref. [2].

triggers are mainly produced due to anomalous detec-
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Steps in a search pipeline

• Compute waveforms.


• Define a search strategy and construct a template bank.


• Estimate detector noise and account for its non-stationary nature.


• Detect bad data segments (``glitches") and insulate good data from them.


• Compute triggers and find coincident ones.


• Asses if triggers look like GW and veto those that don’t.


• Assess if triggers are consistent between detectors.


• Estimate the background.
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Template banks used in the search

FIG. 1. Division of the BBH parameter space into five tem-
plate banks (BBH 0-4) by component masses. A separate
search is conducted on each. The points represent the input
waveforms used to construct the banks (not the templates
themselves), and the colors encode the division of each bank
into subbanks according to the shapes of the waveform am-
plitude. Approximate detector-frame masses are indicated
for BBH detections reported to date (in O1 and O2) and for
GW151216.

from strongly a↵ecting the sensitivity of the high-mass
searches: in this way, on astrophysical grounds we might
expect roughly comparable numbers of signals in each
bank, regardless of the largely di↵erent number of tem-
plates they have. Moreover, this splitting enables us to
discriminate between the di↵erent types of background
events that each search is subject to. The di↵erent dura-
tion of the signals in each bank will require us to use dif-
ferent thresholds when masking bad data segments (see
Section III C). The prevalence of non-Gaussian glitches
will be di↵erent in each bank and thus the score we as-
sign to events with the same signal-to-noise ratio (SNR)
is di↵erent in each bank (see Section III J). Table I sum-
marizes the template bank parameter ranges and sizes.

The template bank needs to be e↵ectual, that is, to
guarantee a su�ciently high match between a GW wave-
form and at least one template in the bank. We define
the inner product between waveforms hi, hj

(hi | hj) := 4

Z 1

0

df
h̃i(f)h̃⇤

j
(f)

Sn(f)
, (1)

where Sn(f) is the one-sided noise power spectral den-
sity (PSD) of the detector and a tilde indicates a Fourier
transform into the frequency domain. It is used to define
the match

mij = max
⌧

��(hi | hje
i2⇡f⌧ )

��; (2)

throughout this section we assume that all waveforms are
normalized to (h | h) = 1. We assess the e↵ectualness

Bank M (M�) E0 E Ntemplates

BBH 0 < 5 0.90 0.97 6465
BBH 1 (5, 10) 0.92 0.96 7919
BBH 2 (10, 20) 0.94 0.96 5855
BBH 3 (20, 40) 0.95 0.96 594
BBH 4 > 40 0.97 0.97 57

Total 20 890

TABLE I. Summary of template bank parameters. M is
the chirp mass range that the bank is designed to cover.
E0 and E are the e↵ectualness without and with refinement
(Section IIIH), respectively, as quantified by the best match
within the bank achieved by the top 99.9% of random astro-
physical templates. Ntemplates is the total number of tem-
plates in each bank.

E of each bank by computing the best match with 104

random waveforms in its target parameter space. We ap-
ply the down-sampling and sinc-interpolation described
in Section III E and the waveform optimization described
in Section IIIH to the test waveforms, to properly simu-
late the search procedure. We report the e↵ectualness of
the banks in Table I. When designing banks, we set the
reference PSD to be the aLIGO MID LOW PSD [12], which
is representative of O1.
In order to correct the PSD drift at manageable com-

putational cost, our search pipeline requires that the fre-
quency domain templates, of the form

h̃(f) = A(f) ei (f), (3)

share a common amplitude profile A(f) (see Sec-
tion III F) and di↵er only in the phase  (f). In order
to avoid excessive loss of e↵ectualness due to this ap-
proximation, we split each bank into several subbanks,
each of which is assigned a di↵erent A(f) profile. We use
the method of “stochastic placement” to determine as
many subbanks as needed to guarantee that every wave-
form within the target parameter range has an amplitude
match,

Z
df

A(f)A(f)

Sn(f)
> 0.95, (4)

with at least one subbank. The resultant divisions into
subbanks are color-coded in Fig. 1.
The remaining task is to place templates in each sub-

bank to e�ciently capture the possible phase shapes
 (f). We achieve that with a geometric approach, where
we use the mismatch between templates to define a mis-
match distance, which quantifies the similarity between
any two waveforms. We abandon the physical parame-
ters as a description of the templates in favor of a new
basis of coordinates c, in which the mismatch distance
induces a Euclidean metric. We then set up a regular
grid in this space. Our templates take the form

h(f ; c) = A(f) exp
h
i

⇣
 (f) +

X

↵

c↵  ↵(f)
⌘i

, (5)

Splitting in Banks 

BBH 3 + BBH 4 = 271 templates. 
The look elsewhere effect in the 
heavy BBH banks is down by 2 
orders of magnitude relative to 
the BBH bank.  
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TABLE I: Summary of the parameters of the template banks. Columns 2 to 6 describe the bounds of physical parameter space
that each bank is designed to cover. ⇣ is a tunable fudge parameter that controls the tolerance for removing nonphysical grid
points. �c↵ is the grid spacing that we chose for each bank. Nsubbanks is the resulting number of subbanks in each bank.
dsubbanks and Lmax,subbanks are the dimensionalities of each subbank (sorted by increasing mean total mass) and the size of
their largest dimension, respectively. Ntemplates is the total number of templates in each bank.

Bank m1 (M�) m2 (M�) M (M�) qmin |�1,2|max ⇣ �c↵ Nsubbanks dsubbanks Lmax,subbanks Ntemplates

BNS 0 < 1.1 1 2 777.0 48 806
BNS 1 (1, 3) (1, 3) (1.1, 1.3) — 0.99 0.05 0.55 1 2 434.3 23 856
BNS 2 > 1.3 1 2 824.6 43 781
NSBH 0 < 3 1 4 753.4 84 641
NSBH 1 (3, 100) (1, 3) (3, 6) 1/50 0.99 0.05 0.5 2 6, 6 259.5, 166.8 85 149
NSBH 2 > 6 3 5, 4, 4 87.5, 61.2, 9.4 15 628
BBH 0 < 5 0.55 1 3 270.6 8246
BBH 1 (5, 10) 0.55 2 4, 4 113.7, 50.0 4277
BBH 2 (3, 100) (3, 100) (10, 20) 1/18 0.99 0.05 0.5 3 3, 4, 3 41.5, 33.5, 10.3 1607
BBH 3 (20, 40) 0.45 3 2, 2, 2 11.7, 10.8, 4.9 225
BBH 4 > 40 0.35 5 2, 2, 2, 1, 1 2.9, 2.0, 1.1, 0.7, 0.5 46

Total 316 262

tidal deformability comes from frequencies higher than
our 512Hz cuto↵).

For example, for BNS (and e↵ectively for light BBH)
the banks have two dimensions, with a large first dimen-
sion well correlated with the chirp mass (Fig. 4). The
two measurable parameters are the chirp mass, which in-
deed can be measured to much higher precision than for
heavy systems, and a combination of the mass ratio and
e↵ective spin which can be measured with a lower pre-
cision. These are the leading contributions to the phase
evolution as can be understood from the post-Newtonian
expansion.

An important advantage of our geometric coordinates
is that they are well suited for a two-step search that ef-
fectively achieves a smaller grid spacing at reduced com-
putational cost. We realize this by refining the template
grid on demand around all triggers that exceed an ap-
propriately lowered SNR threshold [30, 41]. During the
search, we first use a coarse grid, and refine every trigger
using neighboring templates from a denser grid that has
half the spacing along each dimension. The fact that the
distance between c↵ components translates directly to
mismatch (Eq. (15)) makes this method straightforward
to implement.

To characterize the e↵ectualness of the bank at recov-
ering the target physical signals, we generate a set of 104

random “test waveforms” within the parameter range of
each bank, using the same approximant with which the
input waveforms were generated. We choose the parame-
ters from a distribution that is uniform in the component
masses m1,m2 and aligned spins �1,�2. In principle, we
would have to match each test waveform against every
waveform in the bank to look for the best match. To save
computational e↵ort, we select a candidate best-match
based on the approximate metric Eq. (15) by extract-
ing the phase of the test waveform  (i)(f), projecting it

onto the linear space, c(i)↵ = h (i)
�  , ↵i, and finding

the closest grid point with respect to the Euclidean met-

ric (15). Since a priori we do not know which subbank
best describes the test waveform, we pick the best candi-
date from each subbank and compute the match with all.
The best match with our reduced set of candidates is a
lower bound on the best match over all the waveforms in
the bank. Rather than using Eq. (4) directly, we compute
the match by following the detection strategy described
in Venumadhav et al. [30]: we account for the finite time
resolution of the Fourier transform by downsampling the
waveforms to 512Hz and sinc-interpolating the matched-
filter output twice. We show the result of this test in
Fig. 5, in terms of the cumulative fraction of the matches
with each bank before and after applying the grid refine-
ment, which we use to assess the collection threshold on
the coarse grid and the e↵ectualness achieved for each
bank, respectively. We find that depending on the bank
99% of the templates have a match higher than 0.95–0.98.

IV. CONCLUSIONS

We have developed a general and computationally ef-
ficient geometric placement algorithm to construct high-
e↵ectualness template banks for detecting gravitational
waves from compact binary mergers. We have con-
structed a basis of functions that generate a linear space
of phase profiles on which the mismatch metric is Eu-
clidean. For the purpose of signal detection, we shift
the focus away from physical parameters to the linear
coe�cients for the basis phase profiles. We identified
which components carry the largest amount of informa-
tion about physical waveforms and what is the minimal
set required to guarantee a desired match. The basis
functions can be determined from a set of input wave-
forms whose size is small compared to that of the bank.
The basis functions can be generated with any frequency-
domain waveform model. The resolution of the bank can
be decided independently after the basis functions have

O1: one new events in bank 3

O2: six new events in banks 3 
and 4



Philosophy

If a piece of data cannot be explained by either Gaussian noise or a 
gravitational wave signal of the type we are looking at it is discarded.  


The residuals in the remaining should follow Gaussian statistics
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FIG. 6: Demonstration of inpainting in the segment of data
containing GW170817. Upper panel: whitened spectrogram
of the original Livingston strain few seconds around the
merger of GW170817. Middle panel: glitch gated away with
an inverse Tukey window, with a timescale of 1.2 s and
↵ = 5/6. Note the leakage from the spectral lines (around
500Hz) is strongly a↵ecting the data 5 s to either side. A
narrower window would leave a more prominent noise
leakage. Bottom panel : 160ms inpainted by the hole-filling
method presented in this work.

where hi are the components of the template waveform
and similarly for di.

In the presence of loud disturbances, we want the com-
puted overlap to be independent of the behavior of the
template waveform within the bad seconds. Let us as-
sume that there is a list of samples in the time domain
of length Nh to be masked. We denote u(↵) a list of Nh

vectors such that each of these vectors is zero everywhere
except at one of the samples to be masked. We can define
the matrix A of size Nd ⇥Nh:

Ai,↵ = u(↵)
i , (41)

and the matrix M of size Nh ⇥Nh as:

M↵,� = C�1
ij Ai,↵ Aj,�

= C�1
ij u(↵)

i u(�)
j

= AT C�1 A.

(42)

We are using the convention that Greek indices run over
1, . . . , Nh and roman indices run over 1, . . . , Nd. We will
now define the inpainting filter:

F = 1�AM�1 AT C�1 (43)

and compute the scores with the inpainted data:

z̃w = h† C�1 F d. (44)

The presence of the hole changes the normalization of the
template, so we renormalize z̃ and compute:

zw =

✓
h† C�1 h

h† C�1 F h

◆1/2

z̃w. (45)

Note that this normalization is time and template de-
pendent, which makes it computationally intractable to
compute exactly everywhere. In the next subsection, we
show how to approximate it using fast Fourier transform
(FFT), via the stationary phase approximation.
The inpainting filter F has several desirable proper-

ties. First the score does not depend on the values of the
template inside the hole because:

u(↵)T C�1 F d = 0, (46)

for any d. The inpainting filter also satisfies:

F 2 = F (47)

FT C�1 F = C�1 F = FT C�1. (48)

Note that the filter F accomplishes its task by filling the
hole with appropriate values. Values outside the holes are
left untouched. The term AM�1 AT C�1 first weights
the data by the inverse of the covariance. Then takes
the values inside the holes (by multiplying by AT ) and
makes some linear combinations (by multiplying them by
M�1). These values are then put back into the hole by
multiplying these linear combinations by A. Note that
the values outside of the holes are left untouched.
This hole filling procedure ensures that the scores do

not depend on what the template does inside the hole.
The only requirement is that the covariance matrix used
to compute the scores (C�1) is the same as the one used
to build the matrix M .
We can obtain the same inpainting filter by considering

a related problem. Suppose that the strain data d is the
sum of a Gaussian random field h with covariance matrix
C plus some additional source of noise n with covariance
matrix N , d = h + n. Then the probability of h given
the data d, P (h|d), is:

P (h|d) / e�
1
2 (d�h)† N�1 (d�h) e�

1
2 h† C�1 h. (49)
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detectors. In the case where the detection practically
hinges on one detector alone, the volume increase is 50%
for Livingston and 150% for Hanford, as can be seen in
Figs. 3 and 4. Since for a substantial amount of time in
the second and third observing runs there is great asym-
metry between the sensitivity of the detectors, as well as
due to natural geometric considerations (and noise fluc-
tuations), the volume contribution from this regime can
be substantial.

III. HOLE FILLING

A. Signal processing rationale

In almost all data segments of & 100 s, abrupt dis-
turbances are prevalent. Such disturbances have diverse
(and often unknown) physical or instrumental origins,
and mathematical models that can be used to accurately
characterize them are lacking. The timescale of distur-
bance ranges from a few milliseconds to a few seconds.
During searches for signals from compact binary coales-
cence, these disturbances induce candidate triggers that
populate the tail of the distribution. Their presence di-
lutes the significance of genuine astrophysical triggers
and degrades the search sensitivity. Removing these bad
segments of data is not a trivial task, as simply zeroing
them out (usually done using a “gate” that smoothly ze-
roizes the data) might result in leakage of excess power to
within tens of seconds around, which is often more harm-
ful to the search e↵ort than the disturbance itself. This is
because spectral lines in the PSD whose inverse widths
are longer than the duration of the gate leak power to
neighboring seconds and frequency bins. See for example
the middle panels of Figs. 5 and 6.

While very often these disturbance induced triggers are
easily dismissed, sometimes careful treatment is neces-
sary, as the time-domain footprint of real GW events (es-
pecially for BNS events whose waveforms last very long
in band) may fortuitously overlap a disturbance. In that
case, accurately determining the significance and esti-
mating the merger parameters can be a complicated task.
For example, GW170817 was in coincidence with a large
disturbance in the Livingston detector (see Fig. 6). The
analysis by the LIGO and Virgo Collaboration coherently
removed this glitch in their analysis of GW170817 [6, 18],
but most glitches lack an exact mathematical model. We
therefore foresee that the analysis of future BNS detec-
tions, especially as the sensitivity at low frequencies im-
proves, will necessitate a treatment independent of any
exact glitch model. In this section, we derive a method
to exactly remove bad data segments, ensuring that the
significance and inferred parameters of the event are not
influenced by the o↵ending segment of the data.

FIG. 5: E↵ect of masking and inpainting glitches. Top
panel: A segment of whitened strain data (in units of the
noise standard deviation) that contains a glitch. The orange
curve tracks the standard deviation � calculated from a
running window of 100 samples, and is typically close to
unity as expected for whitened data. Second panel: Gating
the glitch with an upside-down Tukey window (green) and
then whitening generates artifacts in the whitened data,
even outside the Tukey window. For example, � stays above
1.1 for approximately 2 s to each side of the glitch. Third
panel: The inpainted whitened data has unit variance
outside the hole (shaded). Bottom panel: After inpainting,
the “blued” strain is identically zero inside the hole, so
overlaps with templates do not depend on the waveform
information from inside the hole. Figure previewed already
in the pipeline description paper, Ref. [12].

B. Derivation

When computing overlaps one often assumes that the
noise covariance is diagonal in the frequency domain and
writes:

zw =
X

f

h⇤(f) d(f)

Sw(f)
. (39)

In practice, the data contain bad seconds that we need
to mask out. Let us consider a data series of Nd samples
and denote it as a vector with components di. We will
denote the Nd⇥Nd covariance matrix of the noise as Cij ,
which is diagonal in the frequency domain. Adopting the
notation of linear algebra, the overlap can be cast into
the matrix form:

zw = C�1
ij h⇤

i dj = h† C�1 d, (40)
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and denote it as a vector with components di. We will
denote the Nd⇥Nd covariance matrix of the noise as Cij ,
which is diagonal in the frequency domain. Adopting the
notation of linear algebra, the overlap can be cast into
the matrix form:

zw = C�1
ij h⇤

i dj = h† C�1 d, (40)

9

FIG. 6: Demonstration of inpainting in the segment of data
containing GW170817. Upper panel: whitened spectrogram
of the original Livingston strain few seconds around the
merger of GW170817. Middle panel: glitch gated away with
an inverse Tukey window, with a timescale of 1.2 s and
↵ = 5/6. Note the leakage from the spectral lines (around
500Hz) is strongly a↵ecting the data 5 s to either side. A
narrower window would leave a more prominent noise
leakage. Bottom panel : 160ms inpainted by the hole-filling
method presented in this work.

where hi are the components of the template waveform
and similarly for di.

In the presence of loud disturbances, we want the com-
puted overlap to be independent of the behavior of the
template waveform within the bad seconds. Let us as-
sume that there is a list of samples in the time domain
of length Nh to be masked. We denote u(↵) a list of Nh

vectors such that each of these vectors is zero everywhere
except at one of the samples to be masked. We can define
the matrix A of size Nd ⇥Nh:

Ai,↵ = u(↵)
i , (41)

and the matrix M of size Nh ⇥Nh as:

M↵,� = C�1
ij Ai,↵ Aj,�

= C�1
ij u(↵)

i u(�)
j

= AT C�1 A.

(42)

We are using the convention that Greek indices run over
1, . . . , Nh and roman indices run over 1, . . . , Nd. We will
now define the inpainting filter:

F = 1�AM�1 AT C�1 (43)

and compute the scores with the inpainted data:

z̃w = h† C�1 F d. (44)

The presence of the hole changes the normalization of the
template, so we renormalize z̃ and compute:

zw =

✓
h† C�1 h

h† C�1 F h

◆1/2

z̃w. (45)

Note that this normalization is time and template de-
pendent, which makes it computationally intractable to
compute exactly everywhere. In the next subsection, we
show how to approximate it using fast Fourier transform
(FFT), via the stationary phase approximation.
The inpainting filter F has several desirable proper-

ties. First the score does not depend on the values of the
template inside the hole because:

u(↵)T C�1 F d = 0, (46)

for any d. The inpainting filter also satisfies:

F 2 = F (47)

FT C�1 F = C�1 F = FT C�1. (48)

Note that the filter F accomplishes its task by filling the
hole with appropriate values. Values outside the holes are
left untouched. The term AM�1 AT C�1 first weights
the data by the inverse of the covariance. Then takes
the values inside the holes (by multiplying by AT ) and
makes some linear combinations (by multiplying them by
M�1). These values are then put back into the hole by
multiplying these linear combinations by A. Note that
the values outside of the holes are left untouched.
This hole filling procedure ensures that the scores do

not depend on what the template does inside the hole.
The only requirement is that the covariance matrix used
to compute the scores (C�1) is the same as the one used
to build the matrix M .
We can obtain the same inpainting filter by considering

a related problem. Suppose that the strain data d is the
sum of a Gaussian random field h with covariance matrix
C plus some additional source of noise n with covariance
matrix N , d = h + n. Then the probability of h given
the data d, P (h|d), is:

P (h|d) / e�
1
2 (d�h)† N�1 (d�h) e�

1
2 h† C�1 h. (49)

Holes
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FIG. 15. Normalized spectrograms of the time around common noise artifacts with a time-frequency evolution of a related trigger template
overlaid. Top Left: Scattered light artifacts at Hanford with the template of trigger 170616 overlaid. Top Right: A 60-200 Hz nonstationarity
at Livingston with the template of trigger 170412 overlaid. Bottom Left: A short duration transient at Livingston with the template of trigger
170630 overlaid. Bottom Right: A blip at Hanford with the template of a sub-threshold high mass trigger overlaid.

The large amount of excess power due to these artifacts pro-
duces a large impulse response during the whitening process,
a↵ecting the ability of searches to optimally search the sur-
rounding data [8]. For this reason, these artifacts are gated by
the searches before analysis, using the procedure described
in [8]. Notably, the instrumental artifact present in LIGO-
Livingston during GW170817 [18] was of this class.

For systems like GW170817, gating has been shown to re-
move short-duration transients without a significant bias to as-
trophysical parameter estimation [230]; full glitch subtraction
with BayesWave [53], as used for the GW170817 parameter-
estimation, produces more robust results.

4. Blips

Blip transients [89] are short, band-limited transients that
occur in both LIGO detectors at a rate of roughly once per
hour. Because of their subsecond duration and limited band-
width, these transients often have significant overlap with the
shortest templates used in matched-filter searches. Templates
that terminate between 50-100 Hz and have high ratios of
component mass parameters have similar morphology to these
artifacts. Blip transients are particularly problematic as they
typically do not couple into any witness sensors used to mon-
itor the detector, which makes it di�cult to systematically re-
move them from the analyses. As such, these transients were
the limiting noise source to modeled searches for high mass
compact binary coalescences in O1 and O2 [66, 70, 89, 231].

Investigations into blips have identified multiple causes
[232], but the vast majority of blips remain unexplained. Al-
though these transients cannot be removed from the analy-
sis entirely, signal morphology tests in matched-filter searches
are used to mitigate their e↵ects [70].

Appendix B: Parameter-Estimation Description

We use coherent Bayesian inference methods to extract the
posterior distribution p(~#|~d) for the parameters ~# that char-
acterize a compact binary coalescence associated with a par-
ticular GW event. Following Bayes’ theorem [233, 234], the
posterior is proportional to the product of the likelihood of the
data given the parameters and the prior (assumed) distribu-
tion of the parameters. The likelihood function depends on a
noise-weighted inner product between the detector data ~d and
a parametrized waveform model for the two GW polarizations
h+,⇥(~#; t) which is projected onto the response of each detec-
tor to obtain the strain [128]. By marginalizing the posterior
distribution over all but one or two parameters, it is then possi-
ble to generate credible intervals or credible regions for those
parameters.

We sample the posterior distribution with stochastic sam-
pling algorithms using an implementation of Markov-chain
Monte Carlo [235, 236] and nested sampling available in
the LALInference package [237] as part of the LSC Al-
gorithm Library (LAL) [238]. Additional posterior results
for computationally expensive waveform models are ob-
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FIG. 2: It is necessary to track the drifting PSD on time
scales of seconds. Solid lines show the empirically measured
power spectrum Sz2 of a time-series composed of the
measured variance of the overlaps in every second (note that
the frequencies are much lower than the frequency content of
the waveform itself). For reference, dashed lines show the
same on artificially generated stationary Gaussian noise.
The variance time-series has a red-noise power spectrum.

of O2. We omitted from the average any region flagged
as invalid either by the LIGO and Virgo Collaboration,
or by our pipeline (see [12]), keeping only the contiguous
segments. In the rest of this section, we describe how
non-stationary noise can lead to such red-noise spectra,
and what the measured curve tells us about the departure
from the stationary case.

In the non-stationary case, we start by generalizing
Eqs. (2) and (3):

hd(T � ⌧/2) d(T + ⌧/2)i = Cn(⌧) + �Cn(⌧ ;T ), (13)

and

Sn,2(f ;T ) = Sn,2(f) [1 + ✏(f ;T )] , where (14)

✏(f ;T ) =
1

Sn,2(f)

Z 1

�1
d⌧ �Cn(⌧ ;T ) e

�2⇡if⌧ . (15)

In the above equations, ✏(f ;T ) is the fractional change
in the noise PSD at frequency f , which we take to vary
on timescales T � ⌧ (the frequency f is conjugate to the
short timescale ⌧).

If we whiten the data using the PSD estimated assum-
ing stationary noise (i.e., Sn(f)) over a duration that is
longer than the timescales over which the PSD varies, the
equivalent of Eq. (7) is:
D
fdw (fm)

h
fdw (fm0)

i⇤E
⇡ N �m,m0 + ✏̃

�
f̄ ;�f

�
, (16)

where f̄ = (fm + fm0) /2, and �f = fm � fm0 (see
Appendix A 1 for a derivation). In the second term,
✏̃
�
f̄ ;�f

�
is the DFT, evaluated at �f , of ✏

�
f̄ , T = n�t

�

sampled at a rate of fs = 1/(�t). Equation (16) was de-
rived under the assumption that the noise PSD, Sn(f), is

smooth on frequency scales of �f , and as such is inaccu-
rate in the immediate vicinity of spectral lines in Sn(f).
The non-stationary term, ✏, correlates Fourier modes of

the data, d (fm), with di↵erent frequencies. Intuitively,
if we analyze segments that are shorter than the slow
timescale, T , and whiten them using the instantaneous
PSD, correlations between Fourier modes are diagonal
in terms of frequency fm (as in Eq. (7)). Over longer
timescales, the frequencies of the (slow) PSD variations
beat against the frequencies of the (fast) Fourier modes
and lead to the second term in Eq. (16).
We are interested in the e↵ect of the non-stationary

part of the noise PSD, ✏, on the PSD of the power in the
matched filtering overlaps, Sz2 . For this, it is useful to
view the values of ✏ (fm, T ) themselves as being drawn
from a set of random time-series (one for each ‘fast’ fre-
quency fm). The simplest model for this series is that all
the ✏ (fm, T ) vary in step with each other, and with the
same amplitude (it is a straightforward generalization to
model more complicated behavior). In this case, there is
a single PSD that describes the variations:

⌦
✏̃ (fm, fa) [✏̃ (fm0 , fb)]

⇤↵ =
N

2�t
S✏ (fa) �a,b. (17)

We can obtain a simple form for the corrected version of
Eq. (12) under additional approximations: (a) variations
in the noise PSD (described by S✏) have support at much

lower frequencies than the whitened signal fhw does, and
(b) the time-domain whitened waveform is much shorter
than the timescales over which ✏(f ;T ) varies. In this
case, we have

Sz2 (fm 6= 0)

⇡ 2�t
^���hw ~ �hw

���
2
(fm)


2 +

Z 1

�1
df S✏ (f)

�
+

���fh2
w (fm)

���
2
S✏ (fm) . (18)

Appendix A 2 presents a detailed derivation of this equa-
tion. The first term in Eq. (18) is flat with frequency
at low frequencies (similarly as in Eq. (12)). The second
term is proportional to the power spectrum, S✏, of the
non-stationary part of the noise-PSD, ✏. The behavior
of the solid curves in Fig. 2 suggests that that the PSD,
Sn(f ;T ), itself varies on timescales T larger than a few
seconds, and that these variations have a red spectrum.

B. The loss of sensitivity due to a wrong PSD

Suppose that instead of the true PSD, Sc(f), we use a
wrong one due to PSD misestimation:

Sw(f) = Sc(f) (1 + ✏(f)) . (19)

In this section, we compute the bias to the recovered SNR
of a putative event due to the wrong PSD. We will show
that:

3

In deriving Equation (9) and in proving its optimal-
ity, it is assumed that the noise PSD, Sn(f), is known,
while in practice, we have to measure it from the data
itself. A standard way to do so is the Welch method,
which divides the data into many (ideally overlapping)
segments, applies a window function followed by a DFT
to each segment, and calculates Sn(f) as the average of
the power spectra in all the segments.

The frequency resolution and the precision of the mea-
sured PSD are important criteria to decide the number
and duration of segments to use with the Welch method.
The frequency resolution depends on the length of the
segments, through the window functions WN (f ; fm) de-
fined in Eq. (A6). The advanced LIGO noise contains
several sharp spectral lines, at which the PSD is sev-
eral orders of magnitude higher than the ‘floor’. If the
chosen segments are too short, the lines are broadened
(through convolution with WN (f ; fm)) and bleed into
surrounding frequency bins: the e↵ect is to reduce the
SNR, and move us away from optimality. The stochastic
error of the PSD measurement depends on the number of
segments that are averaged over. As shown in the next
section, the signal recovery e�ciency in the presence of
stochastic PSD errors is roughly 1�0.5N�1

seg , where Nseg

is the number of segments used when estimating a PSD
using the Welch method. Together, these parameters de-
fine a minimal duration over which the PSD needs to be
estimated to achieve a target recovery e�ciency. In order
to bound the sensitivity loss to less than a few percent,
for LIGO data, the duration of the PSD measurement
needs to be roughly 103 s.

The discussion so far has been theoretical; we would
like to test our assumptions, and whether the above pro-
cedure achieves the required bounds on the sensitivity.
The most direct check is to verify the statistics of the
matched filtering scores, since they determine our sensi-
tivity. In what follows, we normalize the template h so
that the variance hz2i as given by Eq. (10) equals unity.

We consider the matched filtering scores for a given
template h(t) as a time-series, i.e.,

z(t = n�t) =
h
dw ~ �hw

i
(t)

=
1

N

X

m

h
fhw (fm)

i⇤ fdw (fm) e2⇡ifmn�t.

(11)

The simplest check is whether the actual variance of the
scores (as estimated from the time-series) is consistent
with unity. Figure 1 shows the histogram of the esti-
mated variance of the scores z for a single template over
the O2 data. We estimated the variance by averaging the
power z2 within rolling windows of length ⇠ 15 s, which
should achieve 2% stochastic error on the variance. In-
stead, we see that the standard deviation of the variance
distribution is approximately 8�9%. In the next section,
we investigate the associated loss in sensitivity in more
detail. We now investigate the cause of the phenomenon
shown in Fig. 1.

FIG. 1: Histogram of variance values of overlaps computed
on the entirety of O2 data. Measurement error on these
values is 2%. Measured deviations from unity are much
bigger (about 10%) and therefore produce a big di↵erence in
significance determination if unaccounted for.

The derivation of the variance in Eq. (10) depends on
the noise being described by the PSD Sn(f), i.e., the
whitened data satisfying Eq. (7). The failure in Fig. 1
suggests that the PSD we estimated did not whiten the
data perfectly. It is well known that the behavior of the
detector varies with time (a drastic example of this is
the scaling of the noise curve with the varying level of
human activity in the vicinity of the detector). Due to
these phenomena, the noise characteristics can change
over timescales that are shorter than the O(103) seconds
we use to measure the PSD.
We can view the variance of this series (or instanta-

neous power, z2) itself as a time-series, that is described
by its own PSD, Sz2 . In the stationary case (when Eq. (5)
holds), Sz2 equals

Sz2 (fm 6= 0) = 4�t
^���hw ~ �hw

���
2
(fm) , (12)

where hw ~  �hw is the autocorrelation function of the
whitened waveform (see Appendix A2 for a derivation).
The autocorrelation function of a typical waveform has a
width that is of order few ms, and hence at frequencies
smaller than 1Hz we expect the PSD of the power, Sz2 ,
to be flat.
Figure 2 shows the PSD of the variance Sz2 of the

matched filtering scores, computed using a heavy binary
black hole template (we estimate the local variance by
convolving the z2 series with a rolling rectangular window
of 1 s duration). The dashed curves are the estimated
Sz2 , for scores measured on stationary Gaussian noise
generated using the fiducial PSDs for the Livingston and
Hanford detectors, respectively: they are flat as a func-
tion of frequency, in line with the prediction of Eq. (12).
The solid curves show the empirically measured variance
PSDs, Sz2 , for L1 and H1 data, averaged over the entirety

PSD drift ⌧NL non�Gaussianity

O2

O3

Waveform

Whitened strain

Distribution of the variance of 
the overlaps 

Power spectrum of the variance of the 
overlaps
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FIG. 3: Cumulative trigger rates in bank BBH (0,0) (binary
black holes whose chirp mass falls in the range 3–5M� [17])
using the entirety of the O2 bulk data. The initial trigger
distribution (blue) is the distribution of the maximum
overlap obtained every second, computed after removal of
bad data, as described in Ref. [12]. In green is shown the
final cumulative trigger distribution, after correcting for
PSD drift and applying signal consistency vetoes. In black
we show the cumulative trigger distribution when PSD drift
is unaccounted for. For reference we show in orange the
trigger distribution when the signal consistency vetoes are
not applied. While real events are in general left untouched
by the PSD drift correction (see Fig. 1), the background
distribution undergoes a dramatic change. This is because if
left unaccounted for, the fluctuations in places with variance
misestimation dominate the tail of the trigger distribution.
This e↵ect becomes more severe at higher trigger
significance.

H, L refer to the LIGO detectors at Hanford and Liv-
ingston. We determine a 15% volume increase in both
banks due to correcting the PSD drift e↵ect. This is

FIG. 4: Cumulative trigger rates in bank BBH (3,0) (binary
black holes whose chirp mass falls in the range 20–40M�
and whose e↵ective spin does not have a very negative
value [17]), using the entirety of the O2 bulk data. This
bank contains most of the detected BBH events in O1 and
O2. As can be seen, signal consistency checks for triggers are
much more important in this domain as the waveforms in
general have a very short duration in band. But by pushing
back the background distribution, PSD drift correction still
mitigates a substantial amount of sensitivity loss.

estimated using

Vcorr

Vuncorr
=

2

6664

✓
z2H
�H

+
z2L
�L

◆ ����
FAR=1/O2✓

z2H
�Hcomputed

+
z2L

�L computed

◆ ����
FAR=1/O2

3

7775

�3/2

⇡ 1.15,
(38)

where the terms are evaluated at the threshold where the
background distribution produces a false alarm rate of 1
trigger per O2 run. We expect this volume increase to be
the same for BNSs as well as for NSBHs. This is a conser-
vative lower bound as many real events would not have
comparable detector response, especially in the latest ob-
serving runs where the sensitivity greatly di↵ers between

Effect of PSD drift and vetoes

Note that these plots are produced with data after masking (holes + in-painting). 


Non-G of the data results in orders of magnitude increase in the rate of triggers.


Even in this heavy BBH bank all the outliers in a single detector  are real events.  Light BBHs and BNS have 
basically no glitches after masking all the non-G is PSD drift. 


Trigger rate for PyCBC above 64 approx 10-4 Hz.



Summary
• The origin of BH binaries is an astrophysical puzzle. We might be able to solve it in the near future 

by studying the properties of individual systems. 


• Puzzling results in the heavy and light ends of the BH mass function.  Spin distribution begins to 
be informative. 


• The availability of the LIGO data gives the community an opportunity to try new ideas and 
propose new methods. We are very grateful to the LVC.


• We have developed a new pipeline and tried to incorporate several new elements, a new 
geometric template bank algorithm, PSD drift correction, aggressive data masking and hole filling, 
objective vetoing of triggers, coherent combination of detectors, etc. 


• We estimate that our pipeline is sensitive to twice the volume.We have found one new event in O1 
and six new events in O2 and produced a new list of sub-threshold candidates. The properties of 
some of these new events are quite interesting. 


• We think that our improvements carry over to the O3 data. Unfortunately that data is not public 
but will be soon. 



Extra:
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Fig. 2 The planned sensitivity evolution and observing runs of the aLIGO, AdV and KAGRA detectors
over the coming years. The colored bars show the observing runs, with the expected sensitivities given
by the data in Fig. 1 for future runs, and the achieved sensitivities in O1 and in O2. There is significant
uncertainty in the start and end times of planned the observing runs, especially for those further in the future,
and these could move forward or backwards relative to what is shown above. The plan is summarised in
Sect. 2.2.

2024+ H1L1V1K1I1 network at full sensitivity (aLIGO at 190 Mpc, AdV at 125 Mpc
and KAGRA at 140 Mpc). Including more detectors improves sky localization (Kli-
menko et al 2011; Veitch et al 2012; Nissanke et al 2013; Rodriguez et al 2014;
Pankow et al 2018) as well as the fraction of coincident observational time. 2024
is the earliest time we imagine LIGO-India could be operational.

This timeline is summarized in Fig. 2; we do not include observing runs with LIGO-
India yet, as these are still to be decided. Additionally, GEO 600 will continue ob-
serving, with frequent commissioning breaks, during this period. The observational
implications of these scenarios are discussed in Sect. 4.

3 Searches for gravitational-wave transients

Data from GW detectors are searched for many types of possible signals (Abbott
et al 2017j). Here we focus on signals from compact binary coalescences (CBCs)
and on generic transient or burst signals. CBCs include BNS, neutron star–black
hole (NS–BH) and BBH systems.

Observational results of searches for transient signals are reported in Abbott et al
(2016f,d,l, 2017c, 2016q, 2017l,g,h,i,a). The O1 results include two clear detections
GW150914 (Abbott et al 2016k) and GW151226 (Abbott et al 2016h), and a lower
significance candidate LVT151012 (Abbott et al 2016f,d). All three originate from
BBH coalescences (Abbott et al 2016m,d). No other transient sources have been
identified in O1 (Abbott et al 2016q, 2017c,m). The first results of O2 have been
announced: GW170104 (Abbott et al 2017g), GW170608 (Abbott et al 2017h) and

O2 O3



Neutron star mergers

• What happens when two neutron stars merge? What should 
one see at different wavelengths and in different directions?


• Sizes of neutron stars (high frequencies in the GW signal)


• What is left after the merger?


• Origin of heavy elements (r-process elements)


• Speed of propagation of gravitational waves (part in 1015)


• Distance scale (Hubble constant; error 10 km/s/Mpc per 
event)



Binary Black Holes (stellar)

• Do BH behave as GR predicts?


• Distance scale (Hubble constant; no counter-part so only 
statistical through clustering)


• Properties of the evolution of massive stars (BH mass vs 
initial mass)


• What is the origin of the black hole binaries? 



LIGO Events O1 + O2
Constraints on BBH populations 5

Figure 1. Marginalized likelihood contours enclosing 50% and
90% of the distribution for each of the six events reported to date.
In the middle panel, the persistent and transient X-ray binaries
reported in McClintock et al. (2013) are shown by ellipses, whose
position in the plane represents the black hole mass m and its
dimensionless spin a. In the bottom panel, the case where the
aligned spins of the black holes are �1 = 0, �2 = 1 is shown by a
dashed-dotted line, as a proxy for what the outcome of a tidally-
locked-secondary progenitor would be (see §4.1.3).

pears. Like before, a linear combination of M, �e� is better
constrained than either parameter, which we also report on
Table 1.

Thus it is more convenient to change parameter ba-
sis and use a di↵erent combination for the heavy and light
events. In the new basis the constraints can be better ap-
proximated by a simple Gaussian. Such approximation can
provide a quick way to make estimates of the population
parameters for astrophysical use.

Figure 2. Parameter likelihood for the three lighter likely events,
marginalized over M, as a function of ⌘ = q/(1 + q)2 and �e� . At
low mass, ⌘ and �e� are degenerate.

Table 1. Best constrained linear combination of ⌘, �e� for the
three lighter events, and of M, �e� for the seven heavier ones, with
90% confidence uncertainties. A and B are coe�cients chosen to
minimise the correlation.

Event A �e� + A(⌘ � 1/4)
GW151226 2.8 0.16+0.04

�0.03
GW151012 3 �0.09+0.12

�0.1
GW170608 3.4 0.02+0.04

�0.02
B (M�) M � B�e� (M�)

GW170104 8 25.9+0.8
�1.0

GW170814 8 26.1+0.6
�0.5

GW170809 9 28.9+0.8
�0.6

GW150914 12 31.0+0.6
�0.5

GW170818 11 32.7+1.0
�0.7

GW170823 15 37+2
�2

GW170729 27 41+3
�3

3 MODEL INFERENCE

3.1 Universe- and detector-rates

We turn now to the task of constraining population models
combining the data of all events. We will do that by in-
troducing a new set of population-parameters µ, that will
depend on the specific model at hand and which we want to
constrain. We make two remarks in that respect.

First, we note that what we can constrain is the rate at
which BBHs with certain parameter values (masses, spins)
merge, which is not necessarily proportional to the abun-
dance of those systems, since their dynamics depend on the
parameter values. Light binaries, for example, need to start
closer in order to merge in less than the age of the Universe,
since GW emission is less e�cient than for heavy BBHs.
Then, our definition of a model, parametrized by µ, is given
by the volumetric merger rate R(ps, zrs | µ), that can depend
on the cosmological redshift zrs and the source-frame param-
eters ps = (Ms, q, �e�). We recall that Ms =M/(1+zrs), while
q, �e� are independent of redshift. R can explicitly depend
on redshift if the merger rate depends on time. For exam-
ple, star formation peaked at zrs ⇠ 2, so if the delays between
black hole formation and merger are short compared to the
age of the Universe, the merger rate can be expected to be
higher at large redshifts. Instead, we will assume the rate to
be uniform in comoving volume, so that R(ps | µ)dps is the

MNRAS 000, 1–14 (2018)

3

FIG. 2. Upper panels show the whitened strains around the trigger time of GW151216 in LIGO Hanford/Livingston detectors
(light colored curves). Overplotted are the maximum likelihood fits using the spin-aligned IMRPhenomD waveforms (dark colored
curves). Lower panels show the corresponding spectrograms. Note that the best-fit gravitational waveform accumulates nearly
the entire signal-to-noise in the frequency range [30, 300] Hz.

�e↵ = (m1 �1z + m2 �2z)/M . This prior is de-
signed such that �e↵ is distributed uniformly within
[��max, �max].

We choose �max = 0.99 in order to allow highly spinning
mergers.

To leading order, �e↵ is the only spin parameter that
determines the phasing of the gravitational waveform.
The isotropic spin prior strongly penalizes configurations
in which the two black holes have large and aligned spins,
and hence the induced prior on �e↵ is significantly peaked
around �e↵ = 0. The isotropic prior is a natural conse-
quence of dynamical models for BBH formation. In order
to examine the impact of this assumption on parameter
estimation, we contrast the results with those obtained
using the flat prior on �e↵ (as a proxy for other astro-
physical scenarios).

Figure 3 shows the posterior distributions for Mdet,
q and �e↵ under the two di↵erent spin priors. Under
the isotropic spin prior, the most probable value for �e↵

is ' 0.55, which is already higher than the values ob-
served in previous LIGO/Virgo BBH events. In addi-
tion, the mass-ratio q ⇠ 0.4 is peaked away from unity.
However, the isotropic spin prior peaks at �e↵ = 0, and
is suppressed at �e↵ ' 0.55. This suggests that even
higher values are penalized by the prior rather than by
the data itself. Under the flat �e↵ prior, we indeed mea-
sure a higher value for the aligned spin �e↵ = 0.81+0.15

�0.21,
which requires both black holes to be rapidly spinning

and aligned. The mass ratio q is also consistent with
unity, and hence, the choice of spin prior also a↵ects the
most probable value for the chirp mass.

The maximum likelihood solution has a strikingly high
value of �e↵ = 0.84 for the aligned spin, and a mass
ratio q ⇡ 1. In all the two-dimensional marginalized
joint posterior distributions of Figure 3, the maximum
likelihood parameters coincide with the most probable
a posteriori values for the flat �e↵ prior, but fall nearly
outside the 95% quantiles for the isotropic prior. More
formally, the Bayesian evidence ratio between the flat
�e↵ prior and the isotropic spin prior is K ⇡ 22, which
favors the former prior choice over the latter in the sense
of Bayesian model selection [14].

Table I summarizes the source parameters and their
uncertainties under the two di↵erent spin priors. The
results demonstrate the impact of the choice of priors
on GW parameter estimation [15]. Astrophysical mech-
anisms that involve binary stellar evolution can form
aligned and highly spinning black hole binaries [16]; thus,
we should take care to adopt priors that do not unfairly
penalize solutions with large aligned (or anti-aligned)
spins.

Spin-misaligned model. In this section, we expand
the parameter space to allow for misaligned component
spins, and examine the gravitational wave data for evi-
dence for the associated spin-orbit precession. To date
spin-orbit precession has not been detected in any of the

Combined spin in the 
direction of the angular 

momentum

Mass ratio

Chirp mass



Parameters of new detections

GW151216



Events in O1 & O27

FIG. 5: All the BBH events reported from O1 and O2.

FIG. 6: Marginalized posteriors for the new BBH events reported in this work. Two-dimensional contours enclose 50% and
90% of the distribution. In the one-dimensional posteriors, vertical lines mark the 0.05, 0.5 and 0.95 quantiles. The prior used
is uniform in detector-frame m1, m2, �e↵ and luminosity volume. The waveform model used is IMRPhenomD [14].
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FIG. 7: Binary black holes events reported from O1 and O2, in the plane of source-frame total mass vs. e↵ective spin. In blue
are shown the 10 BBH events reported in GWTC-1 [1], all of them are certainly astrophysical in origin (pastro = 1). Color
coded by pastro are shown 7 additional events with pastro > 0.5 that our previous searches found [2, 4]. In black we show
GW170817A. Displayed are 1� probability contours, i.e. enclosing 1 � e

�1/2 ⇡ 0.39 of the probability distribution.

One of the events, GW170817A is the merger of a pair of
very massive black holes; its estimated parameters sug-
gest that it could be the most massive merger reported
so far. It has been theoretically suggested that stellar
mass BHs are subject to a mass cuto↵ at ⇠ 40–50 M�
due to the physics of pulsational pair instability super-
novae and pair instability supernovae of the progenitor
star [30, 31]. GW170817A should be very valuable in
constraining the existence and the exact location of such
a mass cuto↵ [32–36].

The other event, GWC170402, if genuine, is per-
haps the most interesting as it shows hints of additional
physics not included in the waveform models we have
used in this paper. We will present a detailed analysis of
this event in a companion paper.

It is also interesting that the distribution of masses and
spins of the events detected so far indicates a correlation
between the total source-frame mass and the e↵ective
spin parameter, �e↵ . We need more detections and a
careful population analysis to confirm the astrophysical
nature of this correlation; if real, it may shed light on the
binary stellar evolution of massive stars.
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Appendix A: Inhomogeneous distribution of glitches

In Section IIA, we provided a ranking of single-
detector (L1) triggers. The ranking relied on the em-
pirical observation that after we applied signal-quality
vetoes to the triggers that the matched filtering proce-
dure returned, the remaining glitches were confined to
certain ‘glitch-prone’ regions within the set of templates
that we used.

The table and associated figure in Fig. 8 present ev-
idence of this e↵ect. The table in the left-hand panel
shows the numbers of veto-passing triggers above three
threshold values of SNR2 (45, 55, and 65) for the heavier
banks and sub-banks that we used in our search. Note
that the templates in bank BBH 2 and its subbanks cover
signals with chirp-masses mc 2 (12, 20) M�, while the

High spin points to this system being formed 
through binary evolution. Inconsistent with the 
isotropic prior, meaning it is inconsistent with 
scenarios that produce this prior. Obviously 
outlier with respect to spin. Similar mass and 
both spinning or differ by factor of 2 in mass 
and heavy is highly spinning. 

High redshift, suggestive?

Heaviest so far. 
Implications for mass 
gap? Note this is a 
detector and a half event.

Suggestive trend?



Single detector search

Asymmetric detectors is difficult:

1. Empirical probability in L difficult to measure

2. Signal in H can be below collection limit

Detecting Gravitational Waves With Disparate Detector Responses:

Two New Binary Black Hole Mergers

Barak Zackay,1, ⇤ Liang Dai,1 Tejaswi Venumadhav,1 Javier Roulet,2 and Matias Zaldarriaga1

1School of Natural Sciences, Institute for Advanced Study, 1 Einstein Drive, Princeton, NJ 08540, USA
2Department of Physics, Princeton University, Princeton, NJ, 08540, USA

(Dated: October 22, 2019)

We introduce a new technique to search for gravitational wave events from compact binary mergers
that produce a clear signal only in a single gravitational wave detector, and marginal signals in other
detectors. Such a situation can arise when the detectors in a network have di↵erent sensitivities, or
when sources have unfavorable sky locations or orientations. We start with a short list of loud single-
detector triggers from regions of parameter space that are empirically una↵ected by glitches (after
applying signal-quality vetoes). For each of these triggers, we compute evidence for astrophysical
origin from the rest of the detector network by coherently combining the likelihoods from all detectors
and marginalizing over extrinsic geometric parameters. We report the discovery of two new binary
black hole (BBH) mergers in the second observing run of Advanced LIGO and Virgo (O2), in
addition to the ones that were reported in [1] and [2]. We estimate that the two events have false
alarm rates of one in 19 years (60 O2) and one in 11 years (36 O2).

One of the events, GW170817A, has primary and secondary masses msrc
1 = 56+16

�10 M� and m
src
2 =

40+10
�11 M� in the source frame. The existence of GW170817A should be very informative about the

theoretically predicted upper mass gap for stellar mass black holes. Its e↵ective spin parameter is
measured to be �e↵ = 0.5 ± 0.2, which is consistent with the tendency of the heavier detected BBH
systems to have large and positive e↵ective spin parameters. The other event, GWC170402, will be
discussed thoroughly in future work.

I. INTRODUCTION

The LIGO-Virgo Collaboration (LVC) detected ten bi-
nary black hole (BBH) coalescence events during their
first and second observing runs (O1 and O2) [1]. We
performed an independent analysis of the publicly re-
leased O1 and O2 data, and reported seven additional
BBH events in Refs. [2–4]. Several of the events we iden-
tified were recently also found in an independent search
using the PyCBC analysis pipeline, which also reported
a new massive BBH [5].

Figure 1 summarizes the sensitivity reach of both
search e↵orts, in terms of the signal-to-noise ratios (SNR)
in the Hanford (H1) and Livingston (L1) detectors. In
this paper, we extend our search to cover the region in pa-
rameter space in which the signal response is very high
in one detector, but small in the other (this regime is
shown as the teal region1 in Fig. 1. It is in general chal-
lenging to reliably compute the false alarm rate (FAR)
of a trigger in this region, because throughout the entire
observing run, there are only a small number of triggers
that (a) have comparably high SNRs, (b) are well fit by
similar waveforms, and (c) pass our vetoes. The fact
that we cannot realistically simulate interferometer data
prevents us from empirically measuring the FAR.

We could empirically measure the number of fainter
triggers and extrapolate the distribution. However, loud

⇤ bzackay@ias.edu
1 The analogous region with high SNR in H1 corresponds to much

smaller sensitive volume

FIG. 1: Incoherent Hanford (H1) and Livingston (L1)
SNR2 for coincident and background triggers (computed
using 20 000 time slides), for all the sub-banks with events.
The blue and orange lines are approximate incoherent
detection limits for analyses in Refs. [1] and [2], respectively,
restricted to using H1 and L1 data only. GW170814 has
⇢
2
L = 170, higher than shown here (indicated with an arrow),

and GW170608 is not shown because its H1 data is not part
of the bulk O2 data release. Figure adapted from Ref. [2].

triggers are mainly produced due to anomalous detec-
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Bank ID # ⇢
2
L > 45 # ⇢

2
L > 55 # ⇢

2
L > 65

(2,0) 10178 172 1
(2,1) 1558 50 7
(2,2) 734 226 102
(3,0) 337 18 7a

(3,1) 157 11 3
(3,2) 41 8 4
(4,0) 37 3 1b

(4,1) 14 1 0
(4,2) 9 3 2
(4,3) 32 11 4
(4,4) 215 77 31

a Six of the seven triggers in bank (3,0) are previously
declared gravitational wave signals. The seventh is
declared in this paper

b This trigger is GW170823

�2 0 2 4 6 8
c2

�0.5

0.0

0.5

1.0

c 3

BBH (2,2) triggers scatter plot

�2
L > 45

�2
L > 55

�2
L > 65

FIG. 8: The table in the left-hand panel shows the number of veto-passing L1 triggers in each sub-bank above a few
threshold values of the SNR. The non-uniform numbers of triggers with ⇢

2
L > 65 shows that glitches are localized within

certain sub-banks. The plot in the right-hand panel shows the coe�cients labeling the templates for triggers above the
thresholds for bank BBH (2, 2). Note that glitches are localized within a small region of parameter space.

search in this paper covers signals with mc > 20 M�.
We include this bank because its sub-bank BBH (2,2)

shows the most dramatic example of the phenomenon of
localized glitches.

At low values of the SNR (the first column in the ta-
ble), the numbers are controlled by Gaussian noise, and
hence the disparity in numbers largely reflects the di↵er-
ent numbers of templates in the various banks/subbanks
(except BBH (4, 3) and (4, 4), which show signs of glitches
even at SNR2 = 45). At larger values of the SNR, the
distributions are dominated by glitches, and we can see
that the e↵ects are localized to within a few subbanks.
Even within subbanks, there are a few glitch-prone tem-
plates that dominate the tail of the distribution. The
figure in the right-hand panel of Fig. 8 is a scatter plot
of the first two coe�cients that index our template bank
for the triggers in BBH (2, 2). We see that almost all the
glitches are localized to a small region within the bank
(as shown by the red and black markers, which are the
triggers with ⇢

2
L > 55 and 65, respectively.

Appendix B: A Spurious Candidate

The ranking in Sec. IIA marked the L1 triggers for
all previous loud events, and produced a short list of re-
maining single-detector candidates. In Tab. I, we noted
that the ranking procedure produced a candidate that
had clear artifacts in its spectrogram. Figure 9 presents
the spectrogram for the L1 data around the time of this
candidate. Our automated pipeline relies on a series of
tests to reject glitches, and Fig. 9 includes the results of
these tests. The lower-left panel shows the test performed

to check whether the signal-subtracted data shows ex-
cess power – since the non-stationarity persists on longer
timescales, and the test checks against a local average,
this candidate was not rejected. The right-hand panels
show the results of the vetoes that test consistency be-
tween the matched-filtering scores of sub-chunks of the
best-fit whitened waveform; the results for this candidate
are within the thresholds that we impose based on our re-
quirements not to veto real signals. We divide the best-fit
whitened waveform into six chunks with equal values of
SNR, and test for the consistency of the matched-filtering
overlaps of these chunks. The top-right panel shows the
results of a chi-squared-like test that tests consistency
between all six chunks [37], and the bottom-right panel
shows the results of split tests that test consistency be-
tween certain combinations of the chunks (the designa-
tion [a, . . . ], [b, . . . ] denotes tests in which we compare the
set of overlaps za, . . . to the set zb, . . . ). More details of
this procedure will be provided in a future paper [38].

While these tests help reduce the e↵ects of glitches,
they are not perfect since they were informed by our pre-
vious experiences looking at small subsets of the data.
In principle, we can design a test with criteria such that
we can better reject this candidate and any other candi-
dates like it, and add it to the battery of tests we have.
We choose not to do so, because we do not have sev-
eral examples of this glitch to measure the selectivity
of any tests, and more importantly, it would make our
analysis less blind. In this particular case, even if the
tests do not reject the candidate, there is enough obvi-
ous non-stationary behavior that we can visually reject
the possibility that it is of astrophysical origin.
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extrinsic parameters ⇥ext from their posterior distribu-
tions (both obtained using only the L1 data). We esti-
mate the distribution P (S|H1) by repeating the above
procedure several times.

Figure 2 shows the distributions P (S|H0) and P (S|H1)
for the top two triggers in Table I that are not already
confirmed events. Note that for GW170817A, the spec-
trogram of the H1 data (i.e., the less-sensitive detector,
which was not used to identify the trigger) at the time
of the event shows artifacts that are localized to a few
bands in the frequency domain. Hence, before analyzing
the H1 data, we removed frequencies between 68–73 Hz,
and 92–96 Hz by applying notch filters (implemented as
Bessel filters with critical frequencies at the edges of the
quoted frequency intervals).

C. Determining the False-Alarm Rate

In this section, we describe our procedure for assign-
ing false-alarm rates to single detector triggers. We first
compute the false alarm probability (FAP) for a trigger of
interest, indexed by i, given its coherent score Si (which
is based on the data in H1 and/or V1, conditioned on
the loud trigger in L1), as FAP(i) = P (S > Si|H0) =
C(Si|H0). This is the survival function for the coherent
score under the noise hypothesis, H0. In order to obtain
the false alarm rate, we need to combine this FAP with
the occurrence rate of the L1 trigger, and the e↵ective
look elsewhere e↵ect.

The triggers of interest were all chosen such that their
scores are well above the thresholds for being produced
in Gaussian noise. As we mentioned in Section II A, we
would like to avoid over-interpreting high values of SNR
in L1, since extrapolations of the distribution from lower
values of SNR are unreliable. Hence, we limit the infor-
mation from L1 to the rank of the trigger in the list of
triggers of interest (this skews to being conservative in
interpreting SNR, since the occurrence rates of triggers
with a given rank are bounded below by 1 per O2 observ-
ing run, and penalizes triggers from regions of parameter
space that are a↵ected by glitches).

The rate of triggers being in the first place in the L1
ranking is 1 per O2 (by definition), and hence the prob-
ability of the first-place trigger having a FAP < ✏ based
on the other detectors is ✏ per O2. The first trigger on
our list has a FAP of 0.015, and hence its false alarm rate
is

FAR�1
GWC170402 = 60O2 ⇡ 19 yr (3)

Based on this false alarm rate alone, the candidate is well
above the threshold significance to be considered interest-
ing [1]. If this trigger also has a high probability of being
astrophysical in nature (see more details in Sec. IID),
we can add it to the catalog of events, in which case the
trigger ranked second becomes the new top candidate (it
is standard to remove the background associated with
louder events when estimating the significance of fainter
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FIG. 3: Distributions of L1 SNR2 for triggers for templates
that are similar (match > 0.9) to the best-fit templates for
the two newly found events, that occur at times when the
H1 detector is operative. Vertical red lines mark the values
of ⇢2L for the two events. To give context to the amount of
phase space that is included in this plot, the upper (lower)
panel includes triggers from 28% (0%) of bank BBH 4, and
1.8% (3.6%) of bank BBH 3.

triggers, see e.g. Ref. [16]). The second trigger on the list
has a FAP of 0.028, and by a similar argument as above,
a FAR of:

FAR�1
GW170817A = 36O2 ⇡ 11.5 yr. (4)

This is also well above the threshold of significance to be
considered interesting; we will estimate a value of pastro

for this trigger in Section II D.

The triggers further down the list do not have com-
pelling evidence from H1/V1, and hence we terminate the
procedure at this point. Note that since the two events
are at the top of the list, we e↵ectively have no significant
corrections due to the look elsewhere e↵ect. If events oc-
cur further down the list, we would need a more involved
procedure that carefully takes the look elsewhere e↵ect
into account when estimating their significance.

D. Determining the Probability that a Trigger is of
Astrophysical Origin

Apart from the FAR, searches in coincident triggers
also report a probability of astrophysical origin (pastro)
for the candidates. Given a trigger with a set of proper-
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We introduce a new technique to search for gravitational wave events from compact binary mergers
that produce a clear signal only in a single gravitational wave detector, and marginal signals in other
detectors. Such a situation can arise when the detectors in a network have di↵erent sensitivities, or
when sources have unfavorable sky locations or orientations. We start with a short list of loud single-
detector triggers from regions of parameter space that are empirically una↵ected by glitches (after
applying signal-quality vetoes). For each of these triggers, we compute evidence for astrophysical
origin from the rest of the detector network by coherently combining the likelihoods from all detectors
and marginalizing over extrinsic geometric parameters. We report the discovery of two new binary
black hole (BBH) mergers in the second observing run of Advanced LIGO and Virgo (O2), in
addition to the ones that were reported in [1] and [2]. We estimate that the two events have false
alarm rates of one in 19 years (60 O2) and one in 11 years (36 O2).

One of the events, GW170817A, has primary and secondary masses msrc
1 = 56+16

�10 M� and m
src
2 =

40+10
�11 M� in the source frame. The existence of GW170817A should be very informative about the

theoretically predicted upper mass gap for stellar mass black holes. Its e↵ective spin parameter is
measured to be �e↵ = 0.5 ± 0.2, which is consistent with the tendency of the heavier detected BBH
systems to have large and positive e↵ective spin parameters. The other event, GWC170402, will be
discussed thoroughly in future work.

I. INTRODUCTION

The LIGO-Virgo Collaboration (LVC) detected ten bi-
nary black hole (BBH) coalescence events during their
first and second observing runs (O1 and O2) [1]. We
performed an independent analysis of the publicly re-
leased O1 and O2 data, and reported seven additional
BBH events in Refs. [2–4]. Several of the events we iden-
tified were recently also found in an independent search
using the PyCBC analysis pipeline, which also reported
a new massive BBH [5].

Figure 1 summarizes the sensitivity reach of both
search e↵orts, in terms of the signal-to-noise ratios (SNR)
in the Hanford (H1) and Livingston (L1) detectors. In
this paper, we extend our search to cover the region in pa-
rameter space in which the signal response is very high
in one detector, but small in the other (this regime is
shown as the teal region1 in Fig. 1. It is in general chal-
lenging to reliably compute the false alarm rate (FAR)
of a trigger in this region, because throughout the entire
observing run, there are only a small number of triggers
that (a) have comparably high SNRs, (b) are well fit by
similar waveforms, and (c) pass our vetoes. The fact
that we cannot realistically simulate interferometer data
prevents us from empirically measuring the FAR.

We could empirically measure the number of fainter
triggers and extrapolate the distribution. However, loud

⇤ bzackay@ias.edu
1 The analogous region with high SNR in H1 corresponds to much

smaller sensitive volume

FIG. 1: Incoherent Hanford (H1) and Livingston (L1)
SNR2 for coincident and background triggers (computed
using 20 000 time slides), for all the sub-banks with events.
The blue and orange lines are approximate incoherent
detection limits for analyses in Refs. [1] and [2], respectively,
restricted to using H1 and L1 data only. GW170814 has
⇢
2
L = 170, higher than shown here (indicated with an arrow),

and GW170608 is not shown because its H1 data is not part
of the bulk O2 data release. Figure adapted from Ref. [2].

triggers are mainly produced due to anomalous detec-
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FIG. 3: Fishing results for the top two GW candidates
which are initially collected as significant L1 triggers:
GW170402 at GPS time 1175205128.565 (top panel; fished
in H1) and GW170817A at GPS time 1186974148.716
(bottom panel; fished in both H1 and V1). The plots are
read in the same way as Fig. 2. We Monte Carlo the same
number of slided realizations as in Fig. 2.

criteria tried yielded basically the same sorting of L1 can-
didates.

V. DETERMINING THE PROBABILITY AN
EVENT IS OF ASTROPHYSICAL ORIGIN

VI. VALIDATION USING GW170818

We first validate the above procedure by applying it
to GW170818, a BBH event previously reported by the
LVC [2]. It was marked L1 single detector trigger by the
PyCBC pipeline but was not considered for coincidence
analysis because its SNRs at H1 and V1 were below the
threshold for collection. It was initially identified by the

GstLAL pipeline as a L1-V1 double detector trigger until
a H1 counterpart signal was later confirmed in the o✏ine
search. GW170818 is an ideal example to demonstrate
the fishing procedure, as it has a high SNR at L1 (⇠ 10)
but sub-threshold SNRs at H1 and V1 (both ⇠ 4). In
particular, we are able to confirm its astrophysical origin
even without confirmation by Virgo. As shown in Fig. 2,
the high value for the fishing score, S = 29.7, measured
from data in the two LIGO detectors, is an obvious out-
lier relative to P (S|H0), with none of our 1000 Monte-
carlo realizations having a higher score. In contrast, it is
fully consistent with typical values drawn from P (S|H1).
At S = 29.7, the probability density for the fishing score
under the astrophysical hypothesis is more than 30 times
higher than that under the noise hypothesis. Considering
the fact that this was the trigger with the highest Liv-
ingston response, with zero similar glitches found, we are
able to assign an inverse FAR better than 1000 O2 for
GW170818 purely from the signal coincidence between
L1 and H1.

We validate this process by trying many triggers (vast
majority of them are expected to be glitches, as reflected
by their Livingston based ranking). In Fig. ?? we present
the survival function distribution of the triggers we ran.

To determine a pastro we need a meaningful way to
convert the ⇢

2

L
values obtained to probability, while ac-

counting for the uneven preferences glitches have. We
studied the ⇢

2

L
tail distributions of glitch-prone templates

and of collections of relatively glitch free templates and
remarkably all distributions could be fit using the follow-
ing fitting formulae:

P (⇢2
L
) = A⇢

2↵
L

e
�⇢2

L/2 + Be
�0.1⇢2

L (5)

where ↵ ⇡ 3 is quite universal (changes slowly with chirp-
mass) and B changes by orders of magnitude depending
on the template group being evaluated.

BARAK: Put some plots to back these statements!
Using this model for the Livingston veto-passing glitch

distribution we are able to convert the ⇢
2

L
(admittedly,

with some extrapolation) to a probability density allow-
ing the determination of pastro using:

pastro =
W

1 + W
(6)

W =
R(⇢2

L
|H1, T )P (S|H1)

R(⇢2
L
|H1, T )P (S|H0)

(7)

Use the same definition of W from the other papers!
Where R(⇢2

L
|H0, T ) is the extrapolated rate density of

triggers with template T and R(⇢2
L
|H1, T ) is the as-

trophysical event rate density of triggers with template
T . We keep the template prior distribution where
R(⇢2

L
|H1, T ) is uniform within a chirp-mass bank.
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L1 based rank GPS time ⇢
2
L # similar glitches Bank ID C(S|H0) C(S|H1)

P (S|H1)
P (S|H0)

Comment

1 1187058327.068 95.1 0 (3, 0) < 10�3 0.16 37 GW170818a

2 1187529256.504 92.4 0 (4, 0) 0 - - GW170823
3 1169069154.564 89.7 0 (3, 0) 0 - - GW170121
4 1186741861.51 172.5 1 (3, 0) 0 - - GW170814
5 1186302519.731 114.7 1 (3, 0) 0 - - GW170809
6 1167559936.584 105.7 1 (3, 0) 0 - - GW170104
7 1175205128.565 74.1 1 (3, 0) 0.015 0.022 0.547 GW170402
8 1186974184.716 100.6 5 (4, 2) 0.028 0.055 0.98 GW170817B
9 1174043898.842 74.3 9 (4, 3) 0.36 0.001 0.008 -
10 1181567025.654 66.6 12 (3, 1) 0.34 0.009 0.015 -
11 1178083239.592 75.9 24 (3, 1) 0.34 0.003 0.016 -
12 1170885005.109 65.3 25 (3, 1) 0.49 0.003 0.013 -

Removedb 1173477193.704 73.8 1 (3, 1) 0.38 0.014 0.011 Artifacts present
a

For the purpose of demonstrating our new methodology, we present numbers corresponding to analyzing data from only the two LIGO

detectors, even though Virgo detected GW170818 at SNR ' 4 [2].
b

This candidate was removed after inspecting its spectrogram. It is listed for completeness. The “glitchy” spectrogram of this trigger is

shown in Fig. 8 in the Appendix.

TABLE I: Events ranked based on the Livingston data alone. The veto passing glitches with high ⇢
2
L usually a substantially

enhanced population of suspected glitches with similar waveforms. This simple, (nearly) choice free ranking essentially
marked all previously confirmed binary black hole mergers. The next candidates on the rank have an abnormally low
probability to occur by chance, and as a result a very low FAR and a high pastro. add FAR�1 and pastro to this table

better than 0.9 with the trigger of interest. We then
ranked all the triggers according to this number,
and then ⇢2

L
, to make a final, L1 based ranking.

This ranking is given in Table I. We also registered for
each trigger whether it is already declared, and whether
the Hanford data is available at the time of the trigger.
We defer the discussion about the ranking results to Sec-
tion ??.

III. FISHING SCORE

For every significant trigger collected based on the
analysis of the L1 data, we make an e↵ort to “fish out” a
counterpart GW signal at other detectors whenever co-
incident strain data are available. For a CBC source,
the counterpart signals should agree with the L1 signal
in terms of the shape of the waveform, but in general
di↵er in terms of the arrival time, the overall amplitude,
and the phase constant. For this reason, it is necessary
to search coherently for all possible values of extrinsic
parameters which determine the arrival time, amplitude,
and phase di↵erence.

To quantify this procedure, we design a fishing score
S that can be e�ciently computed. First, we fix the
intrinsic CBC parameters ⇥intr (detector-frame masses,
spins) to be the best fit of the L1 data, since the L1 data
alone has a substantial amount of SNR. In principle, the
intrinsic parameters are always uncertain due to physical
degeneracies, but all degenerate combinations of masses
and spins map to nearly the same waveform (up to the
overall amplitude and phase). This justifies our use of
the best-fit masses and spins.

Our fishing score S is defined to be the logarithm of
the Bayesian evidence for a coherent L1-H1 joint fit with
marginalization over all possible combinations of extrin-
sic parameters ⇥ext:

e
S :=

Z
D⇥ext ⇧(⇥ext) L(d|⇥intr,⇥ext). (1)

The logarithm of the likelihood function L(d|⇥intr,⇥ext)
is given by

ln L(d|⇥intr,⇥ext) =
X

i

h
hdi|hi(⇥intr,⇥ext)i

�1

2
hhi(⇥intr,⇥ext)|hi(⇥intr,⇥ext)i

i
. (2)

Here di’s are the data strains, hi(⇥intr,⇥ext)’s are the
signal strains, and contributions from di↵erent detectors
are summed over through the index i. We use h· · · | · · · i
to denote the standard matched filter overlap.

In Eq. (1), ⇧(⇥ext) denotes the (properly normalized)
prior for all 7 extrinsic parameters: sky positions RA
and DEC, orbital roll angle  , orbital inclination ◆, or-
bital phase ', geocentric arrival time tc, and the luminos-
ity distance dL. These admit natural prior distributions
following the uniformity of the arrival time distribution,
isotropy of the source sky location, and isotropy of the
binary orbital orientation, with the only exception being
dL, for which we assume a uniform volumetric density in
Euclidean space within 0 < dL < 10 Gpc. In practice,
marginalization over dL and ' is performed analytically.

For a given L1 single detector trigger, we can compute
the fishing score S as defined by Eq. (1) if zero-lag strain
data are available in the other detectors. We compare
the value of S to its expected probability density function
(PDF) under two competing hypotheses:

3

L1 rank GPS time ⇢
2
L # similar triggers C(S|H0) C(S|H1)

P (S|H1)
P (S|H0)

Comment

1 1187058327.068 93.1 0 < 10�3 0.16 37 GW170818a

2 1187529256.504 92.1 0 - - - GW170823
3 1169069154.564 90.8 0 - - - GW170121
4 1175205128.565 72.9 0 0.015 0.022 0.547 GWC170402
5 1186741861.51 174.6 1 - - - GW170814
6 1167559936.584 107.3 1 - - - GW170104
7 1186302519.731 118.6 2 - - - GW170809
8 1186974184.716 98.5 5 0.028 0.055 0.98 GW170817A
9 1174043898.842 75.7 9 0.36 0.001 0.008 Background
10 1170885005.109 66.4 16 0.49 0.003 0.013 Background
11 1178083239.592 74.4 22 0.34 0.003 0.016 Background

Removedb 1173477193.704 69.2 1 0.38 0.014 0.011 Artifacts present
a For the purpose of demonstrating our new methodology, we present numbers corresponding to analyzing data from only the two LIGO

detectors, even though Virgo detected GW170818 at SNR ' 4 [1].
b We removed this candidate as its Livingston spectrogram shows immediately obvious signs of non-stationary activity, or ‘glitchy’

behavior (see Fig. 9 in Appendix B). We include it in the list for completeness.

TABLE I: Triggers ranked solely based on data from the Livingston (L1) detector. The ranking is based on the number of
similar triggers with L1 SNR2 = ⇢

2
L > 55 that pass our vetoes, which assesses the relative tendency of glitches in L1 to

produce similar spurious background triggers. Note that this simple ranking marks essentially all previously confirmed loud
(⇢2L > 60) BBH mergers based on the L1 triggers alone. The next three columns quantify the evidence for the astrophysical
nature of the triggers from data in the Hanford (H1) detector, in terms of our coherent score S (see Eq. (1)): C(S|H0)
(C(S|H1)) is the probability of obtaining a coherent score higher (lower) than that of the trigger in a random segment of H1
data without a signal (with an injected signal with consistent intrinsic parameters). Note that the new triggers (marked bold)
that have high ranks based on L1, also have significantly low values of false alarm probability, C(S|H0).

quantify the probability that the underlying noise pro-
cess produces triggers at a given value of SNR; we com-
puted them separately for each detector, and for di↵er-
ent regions of the source parameter space. In particular,
our search used several template banks (logarithmically-
spaced in chirp mass), each in turn divided into sub-
banks that captured the variety of waveform amplitude
profiles [10]. We computed rank functions separately for
each sub-bank, since the non-Gaussian tails of the single-
detector trigger distribution varied significantly as a func-
tion of parameters. This allowed us to assess the signif-
icance of coincident triggers by consistently and locally
estimating the e↵ects of glitches.

In Ref. [2], we noted that the rank functions empiri-
cally followed their behavior in the Gaussian-noise case
to higher values of SNR in those sub-banks in which we
found real events. It is especially remarkable that the
sub-bank BBH (3,0) was essentially clean (i.e., without
glitches); the five loudest L1 triggers in this sub-bank be-
longed to GW events that were confirmed using coinci-
dent H1 triggers. Further investigations show that there
are dramatic inhomogeneities in the rates at which tem-
plates produce triggers that pass our vetoes (i.e., some
templates disproportionately trigger on glitches, relative
to the bulk). Appendix A presents evidence for this phe-
nomenon.

This is a natural outcome if there is some finite number
of ‘glitch waveforms’, in which case only templates that
are similar enough to these waveforms produce loud veto-
passing triggers (for previous work that reached similar
conclusions, see Refs. [11, 12]). Guided by this intuition,
we identify ‘glitch-prone’ templates using the following

empirical procedure:

1. Collect all ‘triggers of interest’, defined as L1 trig-
gers with ⇢

2
L > 66 that pass our vetoes, with the

best fit waveform having a chirp-mass mc > 20M�,
and record the template with the highest value of
⇢
2
L for each trigger. We chose the bound on ⇢

2
L such

that random Gaussian noise would produce (in ex-
pectation) only one trigger like this over the entire
run: we computed it using the survival function of
a chi-squared distribution with five degrees of free-
dom (amplitude, phase, time, mass, and spin), 102

independent templates, and 118 days of data. The
Gaussian noise hypothesis is unlikely for triggers
above this bar, and the remaining explanations are
that they are either glitches or genuine signals.

2. Define as suspected L1 glitches all triggers that pass
our vetoes and are not already detected GW events,
have ⇢

2
L > 55 and have available H1 data. We com-

puted this bound in the same way as before, but
with one independent template (hence there will
be a few Gaussian noise candidates in here, but in
practice, glitches dominate this distribution).

3. For each trigger of interest, count the number of
suspected glitches whose templates have a signifi-
cant match (� 0.9) with that of the trigger. We use
this as an e↵ective measure of the impact of glitches
in the associated region of phase-space (note that
this implicitly assumes that each template accounts
for an equal volume of phase space, which is the
prior we adopted in our previous analysis [2]).
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FIG. 5: Two BBH candidates GWC170402 and GW170817A initially selected as significant L1 single detector triggers. Upper
panels show the whitened strain series around the trigger times (light colored curves), with the network maximum likelihood
IMRPhenomD waveforms overplotted (dark colored curves). The corresponding spectrograms are shown in the lower panels.

a H1 counterpart signal was later confirmed in the o✏ine
search. It was also confirmed by a refined analysis with
the PyCBC pipeline [17].

GW170818 is an ideal example to demonstrate how
the astrophysical nature of a single detector trigger can
be validated by evaluating the coherent score, as it has
a high SNR at L1 (⇠ 10) but very low SNRs at H1 and
V1 (both ⇠ 4). Figure 4 shows the coherent score S for
this event using the data in L1 and H1 alone, and its dis-
tributions under the noise and astrophysical hypotheses.
The high value for the coherent score, S = 29.7, mea-
sured from the consistency of the data in the two LIGO
detectors, is an obvious outlier relative to P (S|H0), with
none of our 1000 Montecarlo realizations yielding a higher
value for the score. In contrast, it is fully consistent with
typical values drawn from P (S|H1). At S = 29.7, the
probability density for the coherent score under the as-
trophysical hypothesis is more than 30 times higher than
that under the noise hypothesis.

In Table I, this is the trigger with the highest L1 SNR
among those that have not been validated in the two-
detector joint analysis, and it has no similar glitches.
Considering these facts, we are able to assign an inverse
FAR better than 1000O2 for GW170818 purely from the
coherence of the recovered signals in L1 and H1. Hence,
we are able to confirm its astrophysical origin even with-
out confirmation from the Virgo detector.

III. SUMMARY OF RESULTS

Table I summarizes our results on O2. Among the
eight highest (L1-based) ranking events, six were pre-
viously detected BBH events (that were detected using
Hanford (H1) and Virgo (V1) data), which gives us some
confidence in the ability of the ranking statistic to iden-
tify interesting triggers.

For the other two triggers, we detect faint counterpart
signals in Hanford with a locally measured inverse false-
alarm rate of FAR�1

> 36 O2 ⇡ 11.5 yr. Note that for
GW170817A, the H1 data needs to be cleaned of artifacts
in the frequency domain by notching out frequencies 68–
73 Hz, and 92–96 Hz.

We tested triggers further down on the list, and do not
find any significant supporting evidence from the Han-
ford detector for any of them. We additionally verified
that the distribution of the computed scores (quantifying
multi-detector coherence) for these fainter triggers is con-
sistent with the predicted one with no signal (and hence
consistent with pure background events in the Livingston
detector).

We name the two new events GWC170402 and
GW170817A according to the date of occurrence. Fig-
ure 5 shows the spectrograms of the strain data in the
Livingston detector around the two events.
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The matching mass ratio shifts to values closer to that of
a symmetric binary. As can be seen, the choice of the spin
prior also a↵ects the most probable value for the chirp
mass. In fact, the maximum likelihood solution has a
strikingly high value for the aligned spin �e↵ = 0.84 and
a mass ratio being almost unity. In all panels of two-
dimensional marginalized joint posterior distributions of
Figure 2, the maximum likelihood parameters coincide
with the most probable a posteriori values for the flat �e↵

prior, but fall nearly outside the 95% quantiles nearest
to the most probable a posteriori values for the isotropic
prior. Furthermore, the Bayesian evidence ratio between
the flat �e↵ prior and the isotropic spin prior is K ⇡ 22,
suggesting that the former prior choice is strongly fa-
vored over the latter [7]. If one does not wish to invoke
any astrophysical prior on the spin, one can objectively
conclude that the data favor a pair of fast spinning black
holes of comparable masses.

The above results demonstrate the importance of prior
choice on parameter estimation. Since the leading phas-
ing e↵ect from spins is encoded into a single parameter
�e↵ , it will be alerting if whatever adopted spin prior in-
duces a prior on �e↵ that is highly non-uniform across
the physically allowed range. Since it is entirely plausi-
ble that certain astrophysical mechanism may cause the
black hole binary to have aligned high spins, we caution
that blindly adopting the isotropic spin prior may un-
fairly penalize solutions with both large aligned (or both
large anti-aligned) spins.

Source parameters and their uncertainties obtained as-
suming the two di↵erent spin priors are summarized in
Table I. Compared to the case of isotropic spin orienta-
tions, the flat �e↵ distribution leads to the inference of
more equal components masses, larger aligned spins for
both black holes, and an increased source distance.

Spin-precessing model. We now study whether
the binary black holes might undergo spin-orbit pre-
cession due to misaligned spin components. For this
analysis, we use the phenomenological waveform model
IMRPhenomPv2 [8, 9], which allows all Cartesian compo-
nents of the spins and models the e↵ect of spin-orbital
precession on the waveform. We adopt the same priors
for the masses and for the extrinsic parameters, except
that we do not include the luminosity distance DL as an
explicit parameter but maximize the likelihood with re-
spect to the common normalization of the signals in both
detectors in order to reduce the computational cost.

For the spin priors, we choose to use one that is similar
to the flat �e↵ prior in the case of spin-aligned analysis,
with the purpose to avoid penalizing certain spin con-
figurations by any astrophysical prejudice. In this case,
we sample spin vectors with all orientations and with the
spin magnitudes within the range [0, �max]. For given

FIG. 2. Posterior distributions for the detector-frame chirp
mass Mdet, the mass ratio q = m1/m2, and the e↵ective
aligned spin �e↵ obtained using the spin-aligned IMRPhenomD
waveform model. We compare results following the flat �e↵

prior (red) and the isotropic spin prior (blue). The o↵-
diagonal panels plot contours enclosing 68% and 95% quan-
tiles for the joint posterior distributions corresponding to each
pair of parameters. The diagonal panels show the marginal-
ized posterior (thick curves) and prior (thin curves) distribu-
tions, and the maximum likelihood solution (black dot) . For
each parameter, we quote the median and the 90% credible
uncertainty interval obtained using the flat �e↵ prior.

component masses, we assign a joint prior:

P (�1, �2) d
3�1 d

3�2 / d3�1

�2
max � �2

1z

d3�2

�2
max � �2

2z

(2)

⇥
(
1, |�e↵ | 6 �max

m1�m2
M ,

1�(m1�m2)/M
1�|�eff |/�max

, |�e↵ | > �max
m1�m2

M .

With all Cartesian spin components marginalized
over, �e↵ has a uniform distribution in the range
[��max, �max]. Again, we set �max = 0.99 for our anal-
ysis.
To date spin-orbit precession has not been detected

in LIGO BBH events. We investigate whether spin-
orbit precession leaves any imprint in the strain signal
of GWT151216 . Our strategy is to perform a fully spin-
precessing analysis with IMRPhenomPv2, and in addition
design a control test:

1. Spin-precessing test: Generate spin vectors us-
ing Eq. (2) and pass all Cartesian components to
IMRPhenomPv2.

2. Control test: Generate spin vectors using
Eq. (2). Pass only the aligned components to

4

Flat �e↵

prior
Isotropic spin

prior

Chirp mass Mdet 31+2
�3 M� 29+2

�2 M�

Primary mass m1 31+13
�6 M� 38+11

�11 M�

Secondary mass m2 21+5
�6 M� 16+6

�3 M�

Mass ratio m1/m2 1.5+1.4
�0.4 2.4+1.4

�1.1

Total mass M 52+9
�6 M� 54+10

�8 M�

Primary aligned spin �1z 0.86+0.12
�0.27 0.73+0.18

�0.28

Secondary aligned spin �2z 0.79+0.19
�0.65 0.30+0.51

�0.46

E↵ective aligned spin �e↵ 0.81+0.15
�0.21 0.60+0.16

�0.18

Cosine of inclination | cos ◆| 0.81+0.18
�0.52 0.81+0.18

�0.51

Luminosity distance DL 2.4+1.2
�1.1 Gpc 2.1+1.0

�0.9 Gpc

Source redshift z 0.43+0.17
�0.17 0.38+0.15

�0.15

TABLE I. Source properties for GWT151216 : we give un-
certainties encompassing the 90% credible intervals in the
posterior distribution under two di↵erent assumptions about
the prior distribution of black hole spins. Parameter estima-
tions were performed with the spin-aligned waveform model
IMRPhenomD. All masses are quoted in the source frame except
that the chirp mass Mdet is quoted in the detector frame.

IMRPhenomPv2, but pass zeros for the in-plane com-
ponents.

If the spin-precessing waveform genuinely fits the data
better than the non-precessing waveform does, the con-
trol test should yield a di↵erent result.

The leading e↵ect of spin-orbit precession can be cap-
tured by a single parameter �p, which is defined to be [8]

�p := max
�
A1 |�1,?| m2

1, A2 |�2,?| m2
2

�
/(A1 m

2
1).(3)

where A1 = 2 + 3/(2 q) and A2 = 2 + (3 q)/2, and �1?
and �2? are the spin vectors perpendicular to the orbital
plane, for the primary and the secondary respectively.

Figure 3 shows the posterior distributions for �p de-
rived from our spin-precessing analysis. The posterior
distribution appears significantly narrower than the prior
distribution. However, the control test yields nearly the
same posterior distribution. This implies the absence
of direct information about spin-orbit precession in the
likelihood. Rather, the posterior distribution di↵ers from
the prior distribution because the data tightly constrain
�e↵ which then restricts the allowed values of �p due to
physical constraints on the spins. The maximum like-
lihood improves by about one unit for IMRPhenomPv2
compared to IMRPhenomD; this is however merely worth
mentioning since the former takes more free parameters
than the latter does. Based on the result that analyses
using IMRPhenomPv2 and using IMRPhenomD yield consis-
tent posterior distributions for the masses, the aligned
spin components, and the extrinsic parameters (with the
same choice of priors), we conclude that no precession
signal is detected. This is consistent with the parameter

FIG. 3. Prior and posterior distributions for the e↵ec-
tive spin-precession parameter �p obtained using the spin-
precessing IMRPhenomPv2 waveform model. We compare the
result obtained using the complete waveform model (ma-
genta) and the result obtained by artificially passing zero in-
plane spin components to the waveform generation routine
(green). We also quote the median and the 90% credible un-
certainty range for �p derived using the complete waveform
model.

inference results that the aligned spins are high, leaving
little room for large in-plane spin components.
In the parameter analysis of GW151226 for which a

non-zero �e↵ ⇡ 0.2 was measured, it was similarly re-
ported that the posterior distribution for �p di↵ers no-
ticeably from the prior [10]. We point out that this was
also resultant from correlated priors for �e↵ and �p rather
than from genuine precession signals in the data.

IV. POSSIBLE FORMATION CHANNELS

A number of formation channels for binary black hole
mergers have previously been suggested. They may come
from isolated massive star binaries that evolve through
the classic common envelope phase [11–26], or through
a phase of chemically homogeneous evolution [27–29].
They may e�ciently form through few-body interactions
at the core of dense stellar environments, such as old
globular clusters [30–38], young open clusters [39–42], or
nuclear clusters at the center of galaxies [43, 44]. The
mergers may be assisted by a nearby supermassive black
hole [45], by its accretion disk [46–48], or by a tertiary
stellar companion [49–52]. The black holes may also be
the remnants of Population III stars [53, 54] or form in
the primordial universe [55–63]. Mass and spin measure-
ments are crucial to di↵erentiate between formation sce-
narios [64].
Assuming the flat �e↵ prior, we infer that GWT151216

has component masses that are similar to those of the

• The isotropic spin prior penalizes 
high aligned spins. The maximum 
likelihood point is penalized 
severely. 


• Adopting a flat prior in        leads 
to significant shifts in parameters


• The data has no information 
about the perpendicular spin 
component. 

χeff



7

FIG. 5: All the BBH events reported from O1 and O2.
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FIG. 6: Marginalized posteriors for the new BBH events reported in this work. Two-dimensional contours enclose 50% and
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is uniform in detector-frame m1, m2, �e↵ and luminosity volume. The waveform model used is IMRPhenomD [14].
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on the astrophysical implications of these events? Marginalized posteriors for the new BBH events reported in this work.
Two-dimensional contours enclose 50% and 90% of the distribution. In the one-dimensional posteriors, vertical lines mark the
0.05, 0.5 and 0.95 quantiles. The prior used is uniform in detector-frame m1, m2, �e↵ and luminosity volume. The waveform
model used is IMRPhenomD [14].
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FIG. 5: All the BBH events reported from O1 and O2.
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New template bank construction

3

FIG. 1: An example of two waveforms that look very di↵erent
to each other in the frequency domain (top panel) but have
very similar amplitude and phase profiles (middle and bottom
panels), which can be well captured by a low-dimensional de-
scription.

groups can be e�ciently computed in a way analogous to
the “stochastic placement” approach to building a tem-
plate bank described in §I.

Next, we wish to find an e�cient representation of the
set of phases  (f) as a linear combination of a small
number of basis functions,

 (f ;p) =  (f) +
fewX

↵

c↵(p) ↵(f), (8)

where ↵ is an index that labels the basis functions and
 (f) is an average phase that we have the freedom to
define. From now on, we drop the physical parameters p
and describe the waveforms in terms of their c↵ compo-
nents:

h(f ; c) = A(f) exp
h
i
⇣
 (f) +

X

↵

c↵  ↵(f)
⌘i

. (9)

We now express the match between two waveforms us-
ing the above decomposition. As mentioned earlier, tem-
plate waveforms are defined up to arbitrary time and
phase o↵sets, that is, an additive piece to the phase that
is a linear function of the frequency � (f) = �0+2⇡f⌧0.
We will choose the first two basis functions  0(f) and
 1(f) to span the subspace of linear phases so that c0
and c1 capture the time and phase o↵sets, and in par-
ticular  0(f) ⌘ 1. If two waveforms are similar to each
other, their inner product Eq. (1) can be approximated
to second order in �c↵ by

�
h(c)

��h(c+ �c)
�
= 4

Z 1

0

df
A

2

(f)

Sn(f)
ei

P
↵ �c↵ ↵(f)

⇡ 4 ei�c0
Z 1

0

df
A

2

(f)

Sn(f)

⇣
1 + i

X

↵>1

�c↵  ↵(f)

�
1

2

X

↵,�>1

�c↵ �c�  ↵(f) �(f)
⌘
+O(�c3). (10)

This motivates a new inner product, with respect to
which we will orthonormalize the basis functions:

h ↵, �i := 4

Z 1

0

df
A

2

(f)

Sn(f)
 ↵(f) �(f)

⌘ �↵� ,

(11)

which we enforce by a suitable choice of the basis func-
tions  ↵(f) (described below). In particular, the first
condition h 0, 0i = 1 is the normalization Eq. (3), and
the two first basis functions are

 0(f) = 1,

 1(f) =
f � fq
f2 � f

2

, (12)

with fn := 4
R1
0

dffnA2(f)/Sn(f).
Using orthonormality, Eq. (10) becomes

�
h(c)

��h(c+�c)
�
⇡ ei�c0

⇣
1�

1

2

X

↵>1

�c2↵

⌘
+O(�c3). (13)

Thus, for nearby templates the distance Eq. (5) is

d2c,c+�c =
1

2

X

↵>2

�c2↵ +O(�c3), (14)

which means that the mismatch distance is given by an
Euclidean metric in c space at small displacements. We
construct the bank on a regular grid in c space with spac-
ings �c↵ . 1, chosen su�ciently small so as to guarantee
a minimal loss of match.
We can also compute the distance in the opposite limit

of large separation, which is useful for estimating the
long-range correlations between triggers from di↵erent
templates during a search. Assuming now that the tem-
plates are separated by �c = Dn̂, with

P
↵ n

2

↵ = 1 and
D � 1, we can perform a stationary phase approximation
around the frequencies fj at which

P
↵ n↵ 

0
↵(fj) = 0.

This yields that

�
h(c)

��h(c+Dn̂)
�
= 4

Z 1

0

df
A

2

(f)

Sn(f)
eiD

P
↵ n↵ ↵(f)

⇡
1

p
D

X

j

4
A

2

(fj)

Sn(fj)

eiD
P

↵ n↵ ↵(fj)e�i⇡/4
p
2⇡pP

↵ n↵ 
00
↵(fj)

; (15)

the long-range correlation between templates separated
by D decays as 1/

p
D (this holds for the match without

maximization over time).

2

In practice, a combination of the two methods is often
a better strategy. For example, one can place templates
geometrically at low masses and stochastically at high
masses [1, 5], or one can use many small patches filled
with regularly spaced templates, which are themselves
placed in a stochastic fashion to cover the entire param-
eter space [16].

In this work, we develop a fast and general method to
construct a high-e↵ectualness template bank with geo-
metric placement. We further require that the template-
bank would be built from sub-banks that have a fixed am-
plitude profile A(f). This property that is crucial for suc-
cessfully applying the noise amplitude-spectral-density
drift correction, a key component for precise matched
filtering [? ]. Our method relies on the construction
of a flat, linear space of phase functions that embeds
the space of physical waveforms. The Euclidean distance
of this space coincides with the mismatch distance at
small displacements, making these coordinates naturally
suited for geometric placement of templates. These co-
ordinates are essentially similar to the ones introduced
in Brown et al. [14], except that we generalize them to
arbitrary waveform models and component mass ranges.
The paper is organized as follows. In §II we define a met-
ric based on the mismatch between templates and show
how the desired linear space can be constructed. In §III
we apply this formalism to the construction of a search-
quality template bank that targets stellar-mass compact
binary mergers. We summarize our results in §IV.

II. LINEAR METRIC SPACE

In this section, we define the notion of distance be-
tween templates and describe the construction of a low-
dimensional linear space of functions in which the metric
is locally Euclidean. We build this linear space based
on the intuition gained in Zackay et al. [17] that the un-
wrapped phases are smooth functions of the wave fre-
quency and hence are linear combinations of a small num-
ber of basis functions.

A. Mismatch distance

We first introduce the noise-weighted inner product in
the frequency domain [18]

(hi | hj) := 4

Z 1

0

df
h̃i(f)h̃⇤

j (f)

Sn(f)
. (1)

Here, Sn(f) is the one-sided noise power spectral density
(PSD, throughout this work we use the aLIGO MID LOW

PSD [19], that is representative of the first LIGO ob-
serving run) and tildes indicate Fourier transforms. The

match between hi and hj is given by Re zij , where

zij :=
(hi | hj)p

(hi | hi)(hj | hj)

⌘ (hi | hj).

(2)

In the second line, we normalize the waveforms using

(h | h) = 1, (3)

as usually the template waveforms need to be defined
up to an overall normalization. Since all possible coales-
cence times and phases are searched for, two waveforms
related by time and phase o↵sets are considered equiva-
lent. Thus, the match is maximized over time and phase
o↵sets:

mij := max
⌧0,�0

�
Re zij(⌧0,�0)

�

= max
⌧0

|zij(⌧0)|,
(4)

where ⌧0 and �0 are the time and phase o↵sets between
the waveforms hi and hj , respectively. We define the
mismatch distance dij between waveforms by

d2ij = 1�mij , (5)

and turn to the task of finding a parametrization of wave-
forms whose Euclidean metric locally approximates the
mismatch distance.

B. Linear space

A general frequency-domain waveform model can be
cast to the form

h̃(f ;p) = A(f ;p)ei (f ;p), (6)

where A and  are functions of the frequency that de-
pend smoothly on the binary parameters p. For matched
filtering, the phase  is the most important to describe
with high accuracy, since de-phasing leads to loss of co-
herence and a rapid degradation of the signal-to-noise
ratio. Moreover, again we note that it is important for
us to analyze templates with di↵erent amplitude profiles
A(f) separately as the matched filtering correction for
PSD drifts depends on A(f). Thus we assume in the
following that A(f ;p) ⇡ A(f) for all parameters. To
achieve this, we sort a large collection of randomly sam-
pled physical “input waveforms” into groups of similar
amplitude shapes. In each group, we require that match
of the amplitudes

(Ai | A) =

Z 1

0

df
Ai(f)A(f)

Sn(f)
> 0.95; (7)

note that the match of the amplitudes is an upper bound
to the match of the waveforms. Typically, only a few
amplitude groups need to be defined, so the division into

4

In practice we choose the set of basis functions  ↵(f)
as follows:

1. define a discrete frequency array {fk} (our choice
is described in §III). The integrals over frequency
will be approximated by quadratures

P
k �fk . . .;

2. compute a moderately large number of waveforms
for random parameter choices (we use 5⇥ 104), and
extract the unwrapped phases { (i)(fk)}, as illus-
trated in the upper panel of Fig. 2.

3. subtract the average phase  (f);

4. subtract the projection over the first two dimen-
sions so that the phase residuals

� (i)(f) =  (i)(f)� (f)�
1X

↵=0

h (i)
� , ↵i ↵(f) (16)

are orthogonal to  0, 1(f) with respect to the in-
ner product (11) (middle panel of Fig. 2);

5. Construct a matrix of weighted phase residuals

Mik = wk� 
(i)(fk),

wk = 2A(fk)
p

�fk/Sn(fk),
(17)

and find its SVD

Mik =
X

↵

Ui↵D↵V↵k. (18)

U, V are orthogonal matrices and we sort the axes
so that D↵ > 0 are in decreasing order. From the
orthogonality of V , i.e.

P
k V↵kV�k = �↵� , we can

identify

V↵k = wk ↵(fk) (19)

which satisfies the orthonormality Eq. (11) and de-
fines the basis functions, with the convention that
the ↵ start at 2.

From Eqs. (8) and (18) it follows that the components
of the input waveforms are

c(i)↵ = Ui↵D↵ (20)

Since U is orthogonal, |Ui↵| 6 1 and |c↵| 6 D↵, that
is, the extent spanned by the input samples along each
dimension in component space is bounded by D↵. This
means that the information about the templates is cap-
tured by the first few components along the larger dimen-
sions, and we can reduce the dimensionality of our de-
scription by dropping the dimensions that have D↵ ⌧ 1.

FIG. 2: Construction of the basis functions  ↵. Top panel:
(subset of 100) input unwrapped phases for random parame-
ters. Middle panel: phase residuals after subtracting the av-
erage phase and suitably choosing all time and phase o↵sets.
Bottom panel: first three basis functions.

III. CONSTRUCTING A SEARCH QUALITY
TEMPLATE BANK

In this section we show an application of the method
developed in §II to the construction of a template bank
suitable to the search for binary neutron stars, neutron-
star–black-hole and binary black hole mergers.

[Maybe elsewhere?] We define the frequency ar-
ray {fk} on which we evaluate the waveforms as fol-
lows. We first choose lower and upper bounds fmin =
20Hz, fmax = 512Hz, chosen so that the loss in SNR is
lower than 1% for a binary neutron star template (whose
whitened amplitude profile A(f)/

p
Sn(f) is virtually in-

dependent of parameters, as the cut-o↵ scale is out-

side the LIGO band). That is,
R
20Hz

0
dfA2(f)/Sn(f) ⇡R1

512Hz
dfA2(f)/Sn(f) ⇡ 0.005. Bounding the frequency

range is necessary in our method because the linear-free
phase, and thus the basis functions, evolve rapidly at
both ends (Fig. 2), and our expansion (10) would become
inaccurate. Having an upper bound on the frequency
has the additional benefit that the data can be down-
sampled for the search, reducing its computational cost.
We then choose a non-uniform frequency grid to accu-
rately describe the unwrapped phase profiles at minimal
resolution. In the low frequency end, the phase evolu-
tion is dominated by the leading PN term,  (f) / f�5/3.

3

FIG. 1: I would add a title to the figure with the word
”banks” in itDivision of the BBH parameter space into five
template banks (BBH 0-4) by component masses. A separate
search is conducted on each. The points represent the input
waveforms used to construct the banks (not the templates
themselves), and the colors encode the division of each bank
into subbanks according to the shapes of the waveform
amplitude. Approximate detector-frame masses are
indicated for BBH detections reported to date and for
GW151216.

Bank M (M�) E0 E Ntemplates

BBH 0 < 5 0.90 0.97 6465
BBH 1 (5, 10) 0.92 0.96 7919
BBH 2 (10, 20) 0.94 0.96 5855
BBH 3 (20, 40) 0.95 0.96 594
BBH 4 > 40 0.97 0.97 57

Total 20 890

TABLE I: Summary of template bank parameters. M is the
chirp mass range that the bank is designed to cover. E0 is
the e↵ectualness without optimization (Section IIIH),

quantified by the best match within the bank achieved by
the top 99.9% of random astrophysical templates. E is the

e↵ectualness with optimization. Ntemplates is the total
number of templates in each bank.

The template bank needs to be e↵ectual, that is, to
guarantee a su�ciently high match between a GW wave-
form and at least one template in the bank. We define
the inner product between waveforms hi, hj

(hi | hj) := 4

Z 1

0
df

h̃i(f)h̃⇤
j
(f)

Sn(f)
, (1)

where Sn(f) is the one-sided noise power spectral den-
sity (PSD) of the detector and a tilde indicates a Fourier
transform into the frequency domain. It is used to define
the match

mij = max
⌧

��(hi | hje
i2⇡f⌧ )

��; (2)

Throughout this section we assume that all waveforms
are normalized to (h | h) = 1. We assess the e↵ectualness
E of each bank by computing the best match with 104

random waveforms in its target parameter space. We ap-
ply the down-sampling and sinc-interpolation described
in Section III E to the test waveforms, to properly simu-
late the search procedure. We report the e↵ectualness of
the banks in Table I. When designing banks, we set the
reference PSD to be the aLIGO MID LOW PSD [12], which
is representative of O1.
In order to correct the PSD drift at manageable com-

putational cost, our search pipeline requires that the fre-
quency domain templates, of the form

h̃(f) = A(f) ei (f), (3)

share a common amplitude profile A(f) (see Sec-
tion III F) and di↵er only in the phase  (f). In order
to avoid excessive loss of e↵ectualness due to this ap-
proximation, we split each bank into several subbanks,
each of which is assigned a di↵erent A(f) profile. We use
the method of “stochastic placement” to determine as
many subbanks as needed to guarantee that every wave-
form within the target parameter range has an amplitude
match,

Z
df

A(f)A(f)

Sn(f)
> 0.95, (4)

with at least one subbank. The resultant divisions into
subbanks are color-coded in Fig. 1.
The remaining task is to place templates in each sub-

bank to e�ciently capture the possible phase shapes
 (f). We achieve that with a geometric approach, where
we use the mismatch between templates to define a mis-
match distance, which quantifies the similarity between
any two waveforms. We abandon the physical parame-
ters as a description of the templates in favor of a new
basis of coordinates c, in which the mismatch distance
induces a Euclidean metric. We then set up a regular
grid in this space. Our templates take the form

h(f ; c) = A(f) exp
h
i
⇣
 (f) +

X

↵

c↵  ↵(f)
⌘i

, (5)

where  (f) is the average phase, and { ↵(f)} are phase
basis functions which are orthonormalized such that the
mismatch distance satisfies

d2c,c+�c := 1�m(h(c), h(c+ �c))

=
1

2

X

↵

�c2
↵
+O(�c3).

(6)

An input set of physical waveforms representing the tar-
get signals are used, first to define the subbanks and then
to determine the appropriate phase basis functions. The
input waveforms may be generated with any frequency-
domain model; we use the IMRPhenomD approximant [13].
The phase basis functions are found from a singular value
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FIG. 1: I would add a title to the figure with the word
”banks” in itDivision of the BBH parameter space into five
template banks (BBH 0-4) by component masses. A separate
search is conducted on each. The points represent the input
waveforms used to construct the banks (not the templates
themselves), and the colors encode the division of each bank
into subbanks according to the shapes of the waveform
amplitude. Approximate detector-frame masses are
indicated for BBH detections reported to date and for
GW151216.
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Figure 6. The shaded band shows the joint region of parameter space in
binary efficiency ✏ and merger timescale ⌧ that reproduces the merger rate
density of black holes reported by Abbott et al. (2016b) for all black hole
pairs more massive than 5M�.

also quote a event-based rate for binary mbh ' 30M� mergers like
GW150914 of R30 = 3.4+8.6

�2.8 Gpc�3 yr�1. Our predicted binary
merger rates for mbh > 30M� black holes also agree well with
their R30 range, producing curves like those in Figure 5 shifted
down by approximately an order of magnitude, with ✏ = 0.01
working better for ⌧ . 2 Gyr and ✏ = 0.001 consistent for ⌧ ' 10
Gyr (just as in the mbh > 5M� rate case).

The degeneracy between ⌧ and ✏ values is clearer in Figure 6.
The band shows the range of parameter values that are consistent
with the reported LIGO rates for merging pairs with mbh > 5M�.
For ⌧ . 2 Gyr, efficiencies of ✏ ' 0.002 � 0.02 are required.
The efficiencies need to be smaller if the typical merger timescale
approaches the lookback time of peak star formation ⌧ ' 10 Gyr,
✏ ' 0.0003 � 0.003. The sharp uptick in required efficiency as
⌧ ! t0 = 13.7 Gyr is driven by the fact that the star formation rate
drops to zero as we approach the big bang. As the merger timescale
approaches age of the Universe, reproducing the observed rates re-
quires virtually every black hole that is present in the early universe
to end up merging today.

Figure 7 displays our predicted merger rates for black holes
of various masses (mbh � 5, 30, and 50 M�) as a function of ⌧
for ✏ = 0.01. As previously discussed, for ⌧ < 4 Gyr, this choice
of ✏ is consistent with the reported merger rate for > 5M� BBH
mergers, though the overall amplitude of the lines is linearly pro-
portional to ✏. The aim of this figure is to illustrate how the rates
vary with compact object mass. The mbh > 30M� BBH merger
rate density, for example, is lower by a factor of ⇠ 8 at fixed ⌧ . The
the 2 � � limit from Abbott et al. (2016b) for massive black holes
of this kind is R30 = 0.6� 12.4 Gpc�3yr�1, which matches our
predictions for this choice of ✏ as long as ⌧ < 3 Gyr (with larger ⌧
requiring smaller ✏ as in Figure 6).

Figure 7 also includes neutron star-neutron star (NS-NS)
merger rates, which were computed in a similar manner as our BBH
merger rates. Specifically, we calculate the neutron star density as-

Figure 7. Merger rate densities for NS-NS mergers (cyan), all black hole
binaries (black), black hole binaries each more massive than 30 M� (yel-
low), and black hole binaries more massive than 50 M� (magenta) as a
function of characteristic merger timescale ⌧ , assuming a binary black hole
efficiency of ✏ = 0.01. This value gives a binary neutron star merger rate in
good agreement with other observational and theoretical constraints (Kim
et al., 2006; Enrico Petrillo et al., 2013; Dominik et al., 2013) and is consis-
tent with the BBH merger rate densities reported by Abbott et al. (2016b)
for ⌧ < 4 Gyr. Note that all rates scale linearly with ✏.

suming a minimum stellar mass for producing a NS of 8 M� (as
we did in the CCS estimate in §3.3), and a maximum stellar mass
equal to the minimum needed to form a black hole. The upper limit
on the NS-NS binary merger rate density reported in Abbott et al.
(2016f) is RNS < 12, 600 Gpc�3yr�1. The ✏ = 0.01 case plot-
ted is clearly well below this observational limit, which provides a
weak constraint ✏ . 0.1 for large ⌧ and ✏ . 1 for small ⌧ . We may
further check our model using the Milky Way’s binary NS popula-
tion and the short gamma ray burst (GRB) density. Kim et al. (2006)
and Enrico Petrillo et al. (2013) estimate the binary NS merger rate
should be RNS ' 102�103 Gpc�3yr�1, which is consistent with
the predictions shown in Figure 7 for ⌧ . 5 Gyr.

Having confirmed the consistency of our model with previ-
ous theoretical explorations and observational constraints, we now
predict the merger rate density for even more massive compact
objects – a regime that has not yet been probed observationally.
Our expected rate density for black hole binary mergers each with
mbh > 50M� is R50 & 1 (✏/0.01) Gpc�3yr�1. With a rate den-
sity this high, we expect that a massive merger of this kind should
be detected within the next decade. Mergers involving at least one
black hole of this high mass should be more common.

4.1 Breaking degeneracies with host galaxy masses

One of the goals of gravitational wave astronomy is to constrain the
astrophysics that underlies black hole merger detections, including
1) the physics of black hole binary formation and 2) the processes
that drive subsequent mergers. We have parameterized these two
global uncertainties using two simplifying parameters: the merger
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3.1 Black Hole Populations Within Galaxies

The number of black holes more massive than mbh that exist within
a galaxy will depend on the number of massive stars previously
formed in that galaxy with an initial mass larger than some mini-
mum value, Mmin(mbh, Z). The minimum mass of a star required
to produce a remnant black hole of some mass mbh is expected to
be a strong function of stellar metallicity Z owing to mass loss from
stellar winds. Figure 1 plots Mmin as a function of Z for three ex-
ample black hole remnant masses mbh > 10, 30,and 50M�, as
determined by stellar evolution codes PARSEC (Spera et al., 2015,
black) and StarTrack (Fryer et al., 2012, blue). Both calcula-
tions give similar results, especially at low metallicities1. We see
that for high metallicities (Z & �1.5), a very large stellar progen-
itor (M & 90M�) will be required to produce the massive black
holes of the type that have been observed in mergers by LIGO.
Lower metallicity populations require less extreme progenitors. We
will adopt the PARSEC results as our fiducial choice below.

With Mmin in hand, we can determine the total number of
black holes more massive than mbh that have ever formed, Nbh(>
mbh), within a galaxy of mass M? and a total number of stars
N?(M?) by integrating over the stellar IMF ⇠(M) and the metal-
licity distribution function (MDF) of stars expected for a galaxy of
that mass P(Z,M?):

Nbh(> mbh,M?) (1)

= N?(M?)

Z
P(Z,M?)

Z Mu

Mmin(mbh,Z)

⇠(M0) dM0dZ.

We set the upper limit on the IMF integral at Mu = 150 M�,
though our results are not strongly sensitive to this choice.2 The
black hole count is normalized by N?(M?) = M?/M̄(M?),
where

M̄(M?) =

Z Ml(M?)

0.08 M�

M0 ⇠(M0) dM0. (2)

For the upper limit Ml(M?), we chose the stellar mass with main
sequence lifetime equal to the average stellar age of galaxies of
mass M? (from Behroozi et al., 2013, see their Fig. 13). For
P(Z,M?) assume that galaxies more massive than M? = 109M�
follow a log-normal distribution in Z, with mean and standard de-
viation given by Gallazzi et al. (2005). For smaller galaxies, we
use the results of Kirby et al. (2013), who measured resolved-star
MDFs for 15 individual local dwarf galaxies with stellar masses
M? ' 103 � 108M�. We assume that these individually observed
MDFs are representative for galaxies in the dwarf mass range
throughout the universe. Finally, for ⇠(M) we adopt a Kroupa
(2002) IMF for our fiducial calculations. We have also explore
the effects of metallicity-dependent IMF (specifically adopting the
IMF of Geha et al., 2013) and find that our results are sensitive at
the factor of ⇠ 2 level to this level of variation in the IMF.

Figure 2 shows Nbh(M?) as derived from Equation 1 for
three choices of black hole mass: mbh > 10, 30, 50M�. The
mbh > 30M� results are shown as squares, color coded ac-
cording the median metallicity of galaxies at each M?. Boxes at
M? < 109M� are placed at the stellar masses of the individual

1 The largest discrepancy between the models is at mbh > 50M�, which
is perhaps not unexpected since the fits from Fryer et al. (2012) are extrap-
olations at this mass range.
2 Setting the upper limit to 1 in the subsequent analysis changes our re-
sults by < 10%.
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Figure 2. The number of remnant black holes per galaxy as a function
of galaxy stellar mass, Nbh(M?), for black holes of mass mass mbh >
10, 30, or 50M�. The squares (corresponding to 30M� black holes) are
color coded by the median galaxy metallicity. We see that for low metal-
licities, Nbh / M? in all cases. For the most massive black holes (30, 50
M�), the relation breaks when galaxies become too metal rich to produce
remnants in proportion to their total stellar mass – these black holes form
only in the low-Z tail of the distribution. At the highest stellar masses, the
relations begin to rise again, when the relation between M? and Z becomes
flat.

Figure 3. Number density of black holes versus black hole mass assuming
a Kroupa (2002) or metallicity dependent (Geha et al., 2013) IMF.
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The “classic” scenario

BH WR Star Period D tmerge Chirp Mass

IC 10 X1 23 M⊙ 32 M⊙ 1.4 days 20 R⊙ 3 Gyrs 15-26 M⊙

NGC 300 X1 20 M⊙ 26 M⊙ 1.4 days 22 R⊙ 3 Gyrs 11-15 M⊙

Bulik et al. ApJ 730:140 (2011)

Within the large errors the 
estimate based on these two  
systems matches the LIGO rate

LIGO Chirp masses from 9 M⊙(GW151226) to 28 M⊙(GW150914)



Tides on the WR star

2 M. Zaldarriaga et al.

timate for the angular momentum of the secondary BH. In
what follows we will ignore corrections due to mass and an-
gular momentum loss during the explosion that result in the
formation of the BH. These are expected to be small.

The angular momentum evolution of the WR star is de-
termined by two competing process. Stellar winds decrease
the angular momentum of the star while torque applied to
the star by the primary BH increases the angular momen-
tum, driving it towards synchronization. We now investigate
the impact of each of these processes on the total angular
momentum evolution.

For an initial orbital semi major axis, d, we can nor-
malize the dimensionless spin of the star, a, to the orbital
angular velocity, ω =

√

G(M+M/q)/d3 :

a =
cJ
GM2 =

cr2gR2

GM

(

1+q
2q

)1/2(2GM
d3

)1/2 Ω
ω

≡ async
Ω
ω
, (2)

where r2g is the (dimensionless) radius of gyration of the star

related to the moment of inertia by I = r2gR2M and Ω is
the angular spin velocity of the star. For synchronization
between the stellar spin and the orbit (Ω = ω), we define
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The torque (τ) applied to a star in a binary system was
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but can be approximated by:
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We have introduced the merger time due to gravitational
wave emission, tmerge which depends in a simple way on
the initial orbital properties and component masses (Peters
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It is important to note that tτ is a very strong function of
distance, tτ ∝ d17/2.

Competing against the tidal torque is the loss of an-
gular momentum resulting from mass-loss. Mass-loss from
WR stars is complicated theoretically and observationally,
thus the estimated rates are highly uncertain. As in Kushnir
(2016b) we incorporate this effect by modifying the equation
of a as:
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only valid for a< async. We will take twind in the range 105
to 106 yrs to be a reasonable estimate but we note that our
conclusions are robust to this choice. We will integrate this
equation until the end of the life of the WR star, which we
take to be tWR ≈ 3×105 yrs.

M dτ dmerge

10 M% 7 R% 19 R%

20 M% 12 R% 32 R%

30 M% 16 R% 44 R%

Table 1. Separations corresponding to tτ = 3× 105 yrs (dτ ) and
tmerge = 1010 yrs (dmerge) for binaries composed of a WR and a
BH of equal mass (M).

Figure 1. Timescales as a function of separation for binaries
composed of a WR and a BH of equal mass. Two examples are
shown M = 10 M% and M = 30 M%.

3 SIMPLE EXPECTATIONS

In this section we will describe some of the consequences of
the simple formulae described above.

Timescales: There are two important distance scales in the
problem. The first one, dmerge, will be defined as the distance
that corresponds to a merger time equal to a Hubble time
tH , ie. tmerge ∼ 1010 yrs. For separations larger than this, the
binary does not have enough time to merge in the lifetime
of the universe. The other important distance, dτ , will be
defined as the distance that corresponds to tτ ∼ tWR (the
Wolf-Rayet lifetime), inside of which torques are important
and synchronize the binary and outside of which torques are
irrelevant.

There are two points to note: first although dτ < dmerge

they are of comparable magnitude. We give some represen-
tative numbers in Table 1 for systems of different masses.
The second point, evident in Figure 1 is that both tmerge

and tτ are very strong functions of separation (tmerge ∝ d4

and tτ ∝ d17/2). In particular this implies that the transition
between tτ << tWR and tτ >> tWR occurs over a very small
range of separations. Furthermore, because of the steep de-
pendence, the fact that the locations where tidal torques are
important is comparable to the distance required for the bi-
nary to merge in a Hubble time is relatively insensitive to
the details.

Possible separations Let us assume that the distance be-
tween the WR star and the BH is set by the details of late-
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timate for the angular momentum of the secondary BH. In
what follows we will ignore corrections due to mass and an-
gular momentum loss during the explosion that result in the
formation of the BH. These are expected to be small.

The angular momentum evolution of the WR star is de-
termined by two competing process. Stellar winds decrease
the angular momentum of the star while torque applied to
the star by the primary BH increases the angular momen-
tum, driving it towards synchronization. We now investigate
the impact of each of these processes on the total angular
momentum evolution.

For an initial orbital semi major axis, d, we can nor-
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Timescales: There are two important distance scales in the
problem. The first one, dmerge, will be defined as the distance
that corresponds to a merger time equal to a Hubble time
tH , ie. tmerge ∼ 1010 yrs. For separations larger than this, the
binary does not have enough time to merge in the lifetime
of the universe. The other important distance, dτ , will be
defined as the distance that corresponds to tτ ∼ tWR (the
Wolf-Rayet lifetime), inside of which torques are important
and synchronize the binary and outside of which torques are
irrelevant.

There are two points to note: first although dτ < dmerge

they are of comparable magnitude. We give some represen-
tative numbers in Table 1 for systems of different masses.
The second point, evident in Figure 1 is that both tmerge

and tτ are very strong functions of separation (tmerge ∝ d4

and tτ ∝ d17/2). In particular this implies that the transition
between tτ << tWR and tτ >> tWR occurs over a very small
range of separations. Furthermore, because of the steep de-
pendence, the fact that the locations where tidal torques are
important is comparable to the distance required for the bi-
nary to merge in a Hubble time is relatively insensitive to
the details.

Possible separations Let us assume that the distance be-
tween the WR star and the BH is set by the details of late-
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timate for the angular momentum of the secondary BH. In
what follows we will ignore corrections due to mass and an-
gular momentum loss during the explosion that result in the
formation of the BH. These are expected to be small.

The angular momentum evolution of the WR star is de-
termined by two competing process. Stellar winds decrease
the angular momentum of the star while torque applied to
the star by the primary BH increases the angular momen-
tum, driving it towards synchronization. We now investigate
the impact of each of these processes on the total angular
momentum evolution.

For an initial orbital semi major axis, d, we can nor-
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where r2g is the (dimensionless) radius of gyration of the star

related to the moment of inertia by I = r2gR2M and Ω is
the angular spin velocity of the star. For synchronization
between the stellar spin and the orbit (Ω = ω), we define
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wave emission, tmerge which depends in a simple way on
the initial orbital properties and component masses (Peters
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It is important to note that tτ is a very strong function of
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Competing against the tidal torque is the loss of an-
gular momentum resulting from mass-loss. Mass-loss from
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thus the estimated rates are highly uncertain. As in Kushnir
(2016b) we incorporate this effect by modifying the equation
of a as:
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only valid for a< async. We will take twind in the range 105
to 106 yrs to be a reasonable estimate but we note that our
conclusions are robust to this choice. We will integrate this
equation until the end of the life of the WR star, which we
take to be tWR ≈ 3×105 yrs.
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In this section we will describe some of the consequences of
the simple formulae described above.

Timescales: There are two important distance scales in the
problem. The first one, dmerge, will be defined as the distance
that corresponds to a merger time equal to a Hubble time
tH , ie. tmerge ∼ 1010 yrs. For separations larger than this, the
binary does not have enough time to merge in the lifetime
of the universe. The other important distance, dτ , will be
defined as the distance that corresponds to tτ ∼ tWR (the
Wolf-Rayet lifetime), inside of which torques are important
and synchronize the binary and outside of which torques are
irrelevant.

There are two points to note: first although dτ < dmerge

they are of comparable magnitude. We give some represen-
tative numbers in Table 1 for systems of different masses.
The second point, evident in Figure 1 is that both tmerge

and tτ are very strong functions of separation (tmerge ∝ d4

and tτ ∝ d17/2). In particular this implies that the transition
between tτ << tWR and tτ >> tWR occurs over a very small
range of separations. Furthermore, because of the steep de-
pendence, the fact that the locations where tidal torques are
important is comparable to the distance required for the bi-
nary to merge in a Hubble time is relatively insensitive to
the details.

Possible separations Let us assume that the distance be-
tween the WR star and the BH is set by the details of late-
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timate for the angular momentum of the secondary BH. In
what follows we will ignore corrections due to mass and an-
gular momentum loss during the explosion that result in the
formation of the BH. These are expected to be small.

The angular momentum evolution of the WR star is de-
termined by two competing process. Stellar winds decrease
the angular momentum of the star while torque applied to
the star by the primary BH increases the angular momen-
tum, driving it towards synchronization. We now investigate
the impact of each of these processes on the total angular
momentum evolution.

For an initial orbital semi major axis, d, we can nor-
malize the dimensionless spin of the star, a, to the orbital
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where r2g is the (dimensionless) radius of gyration of the star

related to the moment of inertia by I = r2gR2M and Ω is
the angular spin velocity of the star. For synchronization
between the stellar spin and the orbit (Ω = ω), we define
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The torque (τ) applied to a star in a binary system was
first calculated by Zahn (1975). We use the expression for
the torque described in Kushnir (2016b) which leads to a
simple dynamical equation for the spin:

ȧ=
c

GM2 τ ≡
async
tτ

∣

∣

∣

∣

1−
a

async

∣

∣

∣

∣

8/3
. (3)

The relevant time-scale depends on the profile of the star,
but can be approximated by:
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We have introduced the merger time due to gravitational
wave emission, tmerge which depends in a simple way on
the initial orbital properties and component masses (Peters
1964):
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It is important to note that tτ is a very strong function of
distance, tτ ∝ d17/2.

Competing against the tidal torque is the loss of an-
gular momentum resulting from mass-loss. Mass-loss from
WR stars is complicated theoretically and observationally,
thus the estimated rates are highly uncertain. As in Kushnir
(2016b) we incorporate this effect by modifying the equation
of a as:
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only valid for a< async. We will take twind in the range 105
to 106 yrs to be a reasonable estimate but we note that our
conclusions are robust to this choice. We will integrate this
equation until the end of the life of the WR star, which we
take to be tWR ≈ 3×105 yrs.
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3 SIMPLE EXPECTATIONS

In this section we will describe some of the consequences of
the simple formulae described above.

Timescales: There are two important distance scales in the
problem. The first one, dmerge, will be defined as the distance
that corresponds to a merger time equal to a Hubble time
tH , ie. tmerge ∼ 1010 yrs. For separations larger than this, the
binary does not have enough time to merge in the lifetime
of the universe. The other important distance, dτ , will be
defined as the distance that corresponds to tτ ∼ tWR (the
Wolf-Rayet lifetime), inside of which torques are important
and synchronize the binary and outside of which torques are
irrelevant.

There are two points to note: first although dτ < dmerge

they are of comparable magnitude. We give some represen-
tative numbers in Table 1 for systems of different masses.
The second point, evident in Figure 1 is that both tmerge

and tτ are very strong functions of separation (tmerge ∝ d4

and tτ ∝ d17/2). In particular this implies that the transition
between tτ << tWR and tτ >> tWR occurs over a very small
range of separations. Furthermore, because of the steep de-
pendence, the fact that the locations where tidal torques are
important is comparable to the distance required for the bi-
nary to merge in a Hubble time is relatively insensitive to
the details.

Possible separations Let us assume that the distance be-
tween the WR star and the BH is set by the details of late-
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timate for the angular momentum of the secondary BH. In
what follows we will ignore corrections due to mass and an-
gular momentum loss during the explosion that result in the
formation of the BH. These are expected to be small.

The angular momentum evolution of the WR star is de-
termined by two competing process. Stellar winds decrease
the angular momentum of the star while torque applied to
the star by the primary BH increases the angular momen-
tum, driving it towards synchronization. We now investigate
the impact of each of these processes on the total angular
momentum evolution.
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related to the moment of inertia by I = r2gR2M and Ω is
the angular spin velocity of the star. For synchronization
between the stellar spin and the orbit (Ω = ω), we define
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the torque described in Kushnir (2016b) which leads to a
simple dynamical equation for the spin:

ȧ=
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only valid for a< async. We will take twind in the range 105
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take to be tWR ≈ 3×105 yrs.
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In this section we will describe some of the consequences of
the simple formulae described above.

Timescales: There are two important distance scales in the
problem. The first one, dmerge, will be defined as the distance
that corresponds to a merger time equal to a Hubble time
tH , ie. tmerge ∼ 1010 yrs. For separations larger than this, the
binary does not have enough time to merge in the lifetime
of the universe. The other important distance, dτ , will be
defined as the distance that corresponds to tτ ∼ tWR (the
Wolf-Rayet lifetime), inside of which torques are important
and synchronize the binary and outside of which torques are
irrelevant.

There are two points to note: first although dτ < dmerge

they are of comparable magnitude. We give some represen-
tative numbers in Table 1 for systems of different masses.
The second point, evident in Figure 1 is that both tmerge

and tτ are very strong functions of separation (tmerge ∝ d4

and tτ ∝ d17/2). In particular this implies that the transition
between tτ << tWR and tτ >> tWR occurs over a very small
range of separations. Furthermore, because of the steep de-
pendence, the fact that the locations where tidal torques are
important is comparable to the distance required for the bi-
nary to merge in a Hubble time is relatively insensitive to
the details.

Possible separations Let us assume that the distance be-
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