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Protein-folding and Levinthal’s Paradox
• Elongated proteins fold to same state within 
microseconds

• Some proteins have 3    conformations    300

• Levinthal’s Paradox (1969):  
Sequential sampling of states would take 
longer than lifetime of Universe (even if 
only nanoseconds per state spent)

• Solution: No sequential sampling, but 
rapid descend into the potential minimum.

Solution of mathematical problem can 
be found quickly if encoded in ground 

state of complex system 

Optimisation = Life
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“Nature is quantum […] 
so if you want to 

simulate it, you need a 
quantum computer”  
- Richard Feynman 

(1982)

Easily said … so how do we do that?

Beginning of a scientific journey that accelerated 
in recent years tremendously….
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Private and Public Sector is placing big bets on Quantum Computing

Fundamental Physics

Quantum Information
• Teleportation

• Hamiltonian simulation

• Quantum Internet
• Encryption

• Information access / storage

Quantum Chemistry

• Optimisation

• Bound state
• Sampling

Logistics problems

• Non-perturbative 
• Entanglement

• Cond Mat/PP/QOptic
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Machine Learning
• QNN • Quantum 

reservoirs
• Quantum 
reservoirs



Private and Public Sector is placing big bets on Quantum Computing

Significant financial investment 
expected across many sectors

In US, already now higher financial 
investment from private than public sector

All national and international labs have QC programmes  
(Fermilab, BNL, LBNL, CERN, Singapur, Abu Dhabi, …)
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Popular Quantum Computing paradigms

Type Discrete Gate 
(DG)

Continuous Variable 
(CV)

Quantum Annealer 
(QA)

Computing Digital Digital/Analog Analog

Property Universal (any quantum 
algorithm can be expressed)

Universal

-


GBS non-Universal

Not universal — 

certain quantum systems

Advantage most algorithms and tech 
support

uncountable Hilbert 
(configuration) space

continuous time quantum 
process

How? IBM - Qiskit 

~500 Qubits

Xanadu DWave - LEAP 

~7000 Qubits

What?
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How most quantum algorithms work

• Operator expressed in terms of individual gates

• Often ‘Trotterization’ (Suzuki-Trotter decomposition) needed:

operator acts on  
Hilbert space states

H ! WW ⇤ (193)

5.6 � (194)

U |xi = | 1i (195)

h 2|  1i (196)

14

measurement of 
observable   

corresponds to exp. 
value of operator

H ! WW ⇤ (193)

5.6 � (194)

U |xi = | 1i (195)

| h 2|  1i |
2 (196)

U (197)

Û (198)

14

H ! WW ⇤ (193)

5.6 � (194)

U |xi = | 1i (195)

| h 2|  1i |
2 (196)

U (197)

Û (198)

14

H ! WW ⇤ (193)

5.6 � (194)

U |xi = | 1i (195)

| h 2|  1i |
2 (196)

U (197)

Û (198)

D
Û
E

 
=

h |U | i

h | i
(199)

14

statistical statement 
need to evaluate often

Need to encode Hilbert 
space and operator suitable 

for quantum system

H ! WW ⇤ (193)

5.6 � (194)

U |xi = | 1i (195)

| h 2|  1i |
2 (196)

U (197)

Û (198)

D
Û
E

 
=

h |U | i

h | i
(199)

H =
mX

j=1

Hj (200)

eiHt =

0

@
mY

j=1

e�iHjt/r

1

A
r

+O(m2t2/r) (201)

14

For

H ! WW ⇤ (193)

5.6 � (194)

U |xi = | 1i (195)

| h 2|  1i |
2 (196)

U (197)

Û (198)

D
Û
E

 
=

h |U | i

h | i
(199)

H =
mX

j=1

Hj (200)

eiHt =

0

@
mY

j=1

e�iHjt/r

1

A
r

+O(m2t2/r) (201)

14
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� 0⟩

� 1⟩

� ψ⟩

ϕ

θ

Apply Unitary rotation :U3 � 0⟩ U3(θ, ϕ, λ) =
cos( θ

2 ) −eiλ sin( θ
2 )

eiϕ sin( θ
2 ) ei(ϕ+λ) cos( θ

2 )

Measure � 0⟩

� 1⟩

� 0⟩

� 1⟩

� ψ⟩ = cos θ
2 � 0⟩ + eiϕ sin θ

2 � 1⟩ =
cos θ

2

sin θ
2 eiϕ

Prob( � 0⟩) = (cos θ
2 )2

Prob( � 1⟩) = (eiϕ sin θ
2 )2

Rotation about the Bloch Sphere and state parametrisation

Extending this to a system of  qubits forms a -dimensional Hilbert SpaceN 2N
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HEP

Data analysisParticle Collision  
Calculations

Quantum 
Field Theory

New 
physics 
searches

Matter

antimatter

asymmetry

Multi 
particle 
dynamics
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HEP application focused quantum simulations

• Sign problem - profound challenge for simulation of field theories

• Can arise in presence of chemical 
potential, topological terms, 
multi-particle dynamics, …

• Example chemical potential μψ̄γ0ψ
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Z = ∫ 𝒟ψ̄𝒟ψ𝒟A e−S[ψ̄,ψ,A]

S = ∫
1/T

0
dτ∫ d3x [ψ̄ (γμDμ + m)ψ + 1

4 Fa
μνFaμν + μψ̄γ0ψ]

(partition function)

and integration over fermion fields and 
wick rotation

Z = ∫ 𝒟Ae−Sgauge[A] ⋅ det(iγμDμ − m + iμγ4) For  complex phases don’t cancelμ ≠ 0



HEP application focused quantum simulations

•  Importance sampling
Interpretation of 

as probability weight

• Highly oscillatory integrands

near cancellation of pos and neg contribs
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e−Sgauge det(M)

⟨O⟩ =
∫ 𝒟Ae−Sgauge O � det(M) � eiϕ

∫ 𝒟Ae−Sgauge � det(M) � eiϕ



HEP application focused quantum simulations

• SU(2) non-Abelian gauge field (1d) - calculation of plaquette operator
[Klco, Stryker, Savage ’19]

•  U(1) lattice gauge theory - real-time propagation and collisions in 2d 
[Lewis, Woloshyn ’19]

•  Simulate Lattice Gauge Theories with continuous gauge groups in 
Hamiltonian formulation [Haase, Dellantonio, Celi, Paulson, Kan, Jansen, Muschik ’20]

Kogut-Susskind formulation

Gauge group G

• Real-time evolution on quantum computer 
can avoid sign problem

• Sigma model with topological term [Araz, Schenk, MS ’22]
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• Z2 Lattice Gauge Theory at finite temperature [Fromm, Philipsen, MS, Winterowd ’23]

Some recent examples:

[Kogut, Susskind ’74]



Calculation of particle collisions

• hard process and parton shower most time consuming parts 
of event simulation - though carries most information!

• hard process calculated using modern helicity amplitude 
techniques and parton showers using perturbative QCD 
resummation techniques. 

Event generators: Pythia, MadEvent, Herwig, Sherpa, …
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Parton shower

Collinear mode: 

pi = zP, pj = (1 − z)P

...|'i

|'0i

(S · (C ⌦ I))N...

|'ni
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Successive decay steps factorise 
into independent quasi-classical steps
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2Soft mode: 
pi ≈ 0
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1

Interference effects only 
allow for partial factorisation

Leading contributions to the decay rate in the 
collinear limit are included in the soft limit

Splitting functions:

Sudakov factors for non-emission probability
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Update Gate - 
Controls from 

history register 
to update the 

final particles in 
the particle 

register 

• Interference effects in parton shower-picture for Yukawa model 

QC parton shower algorithm

Ue =
Δtot(z1, z2) − 1 − Δtot(z1, z2)

1 − Δtot(z1, z2) Δtot(z1, z2)
Uh =

1 −
Pk→ij(z)
Ptot(z) −

Pk→ij(z)
Ptot(z)

Pk→ij(z)
Ptot(z) 1 −

Pk→ij(z)
Ptot(z)

16

• For QCD and efficient implementation [Bepari, Malik, MS, Williams ’20]

[Bauer, de Jong, Nachman, 
Provasoli ’19]
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σ2
c = N

σ2
q ∼ N2

σ2
c = N

The Quantum Walk

|0i |1i

x = 0 x = 1 x = 2x = �1x = �2

Figure 1: One dimensional walker at position x = 0 can move either left or right depending

on the outcome of the coin flip, | #i and | "i respectively.

HC space. The shift operation is then performed, moving the walker into a superposition

of the position states, x = �1 and x = 1. A measurement after the step collapses the

wavefunction to recover the classical case of the walker being in either the x = �1 or x = 1

position.

The Hadamard coin used here is a balanced unitary coin operation† and therefore the

coin and shift operations can be defined as a single unitary transformation to the initial

qubit state,

U = S · (C ⌦ I), (2.3)

which is applied iteratively to represent the number of steps. For a quantum walk of N

steps, the propagation of the walker is described by the transformation U
N [11]. An exam-

ple of running an N = 100 step one dimensional, linear random walk for both the classical

case and the quantum case is shown in Figure 2. The classical case, shown in Figure 2a, has

been achieved by measuring the coin qubit at each step, removing the superposition from

the system. As expected, the classical walk yields a Gaussian distribution of positions cen-

tred about the initial position of the particle, with the variance �
2 = N . In stark contrast

to the classical case, Figure 2b shows the probability distribution of the quantum random

walk. It is clear to see the quantum interference between the intermediate steps of the

walk process in the distribution. It can be shown [11, 14] that the variance of the quantum

random walk process goes as �
2 ⇠ N

2. This is a remarkable attribute of the quantum

random walker, which propagates quadratically faster through the graph than the classical

walker. The average distance of the walker from the initial position is � =
p

N and � ⇠ N

for the classical and quantum walks respectively.

3 Quantum walk as a parton shower simulation

The quantum walk mechanism provides a natural framework for the simulation of parton

showers.

3.1 Theoretical outline of shower algorithm

We present a discrete QCD, collinear parton shower using the quantum walk framework.

Similarly to the parton shower algorithms presented in References [3, 4], the algorithm

†
Strictly speaking, the Hadamard coin introduces a bias to the quantum walk through the phase on the

coin qubit. This is discussed in detail in [11] and references therein. Here we remove this bias by using a

symmetric initial state.

– 3 –

}ℋ = ℋC ⊗ ℋP

ℋP = { � i⟩ : i ∈ ℤ}
ℋC = { � 0⟩, � 1⟩}

U = S·(C ⊗ I)

Unitary  
Transformation:

C � 0⟩ = 1
2 ( � 0⟩ + � 1⟩)

Coin 
Operation:
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Quantum Walk Parton Shower
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Figure 11

x

g ! qq

g ! gg q ! qg

y

c P̂
0
ji

a Dx,y

m M

Repeat for N Steps

Position Coin Shift Memory Measure

Figure 12

4

 : increase the dimension of the coin 
space to accommodate collinear splittings
ℋC

Identifying the probability for a 
specific emission as 

P′ ij = (1 − Δi) × Pij

 : increase the dimension of the position 
space to accommodate parton species
ℋP

Coin and Shift operations now propagate 
the determine-identify-update routine.
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[Bepari, Malik, MS, Williams ’21]



Discrete QCD - Abstracting the Parton Shower Method

QW parton shower still no kinematics! ➡ Algorithm for QC with kinematics

Parameterise phase space in terms of gluon transverse momentum and rapidity:

1 2

`

`/2 = n �yg

| {z }

�yg

 = ln(k2
?
/⇤2)

y

L

L/2�L/2

Figure 1: The phase space of e↵ective gluon emission is discrete, since 1 gluons within a
rapidity region �yg act coherently due to running-coupling e↵ects. The  (or equivalently
the k

2
?) dimension is also quantised, since 2 additional phase space folds opening due to

gluon emission are quantised in units of �yg. See main text for more details.

choice of an evolution variable t, and c) the choice of a momentum mapping sij , sjk $ t, ⇠

which determines the relations between pre-and post-decay momenta.

It is worth noting that all conventional state-of-the-art parton showers use slight vari-

ations of a single algorithm – the “veto algorithm” – to solve Eq. 2.2 numerically. This

algorithm treats the variables t and ⇠ as continuous degrees of freedom. It is thus unsuit-

able for (current) quantum devices. The following section will develop other algorithmic

solutions of Eq. 2.2, guided by keeping in mind the feasibility of NISQ devices.

2.1 Reinterpreting classical parton shower algorithms as random walks

This section extends the classical shower algorithm toolbox by performing several abstrac-

tions of the features of dipole showers. We are led to conclude that the showering process

can be described by creating and sampling from a fixed set of primitive fractal structures,

followed by a translation of the chosen primitive structure into scattering event momenta.

The first step has an elegant implementation on intermediate-scale quantum devices.

The first abstraction to consider is removing the independent treatment of decay prob-

ability and momentum-space integration by absorbing the non-uniform probability density

in Eq. 2.1 into the integration measure. This can be obtained by choosing a phase-space

parametrisation in terms of the gluon’s transverse momentum,

k
2
? =

sijsjk

sIK
and rapidity y =

1

2
ln

✓
sij

sjk

◆
, (2.4)

which leads to

dP (q(pI)q̄(pK) ! q(pi)g(pj)q̄(pk)) '=
C↵s

⇡
ddy with  = ln

�
k

2
?/⇤2)

�
, (2.5)

where ⇤2 is an arbitrary mass scale. Within this phase space parametrisation, allowed

dipole decays are constrained to a triangular region of height L = ln(sIK/⇤2) in the (y, )-

plane, as illustrated by the left-hand panel of Fig. 1. Due to the colour charge of an emitted
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leads to inclusive probability:

where  κ = ln ( k2
⊥

Λ2 )

gluon, the rapidity span for subsequent dipole decays (at lower ) is increased with respect

to the originally allowed range. This feature of QCD can be interpreted as “folding out”

smaller triangular regions of additional phase space from the original triangle. Since these

regions may again contribute to allowed decays, this process may repeat, leading to a fractal

structure of triangles-attached-to-triangles. An example structure is shown in the upper

left panel of Fig. 2. This fractal picture is the starting point of successful conventional

dipole showers such as Ariadne [4, 46].

These abstractions already simplify the treatment of parton showering since compli-

cated “splitting functions” have been subsumed into the phase space parametrisation.

Moreover, for fixed coupling ↵s, the inclusive decay rate is uniformly distributed in the

(y, )-plane, allowing for straightforward sampling algorithms. Nevertheless, this continuous-

variable dipole decay picture is not yet suited for current universal quantum devices.

Examining the e↵ect of a transverse-momentum-dependent running coupling – as sup-

ported by higher-order QCD calculations – provides a path to an even simpler picture. We

may write

↵s(k
2
?) =

12⇡

33 � 2nf

1

ln (k2
?/⇤2

QCD)
, (2.6)

where the nf -dependent term arises through g ! qq̄ splitting. Neglecting the latter and

combining the expression with Eq. 2.5 leads to

dP (q(pI)q̄(pK) ! q(pi)g(pj)q̄(pk)) '=
d



dy

�yg
with �yg =

11

6
, (2.7)

and where we have used that in the leading-colour limit C ! CA/2 = 3/2 for any dipole

decay. As argued in [47], interpreting the running-coupling renormalisation group equation

as gain-loss equation means that gluons within a rapidity range �yg act coherently as one

“e↵ective gluon”, as illustrated by 1 in Fig. 1. Thus, the rapidity range of each triangular

phase space region is quantised into multiples of �yg. Since the baseline of an additional

triangle extends to positive y by `/2, the height ` at which to emit e↵ective gluons, i.e.

their  value, is quantised into multiples of 2�yg. Thus, we may model the parton shower by

generating e↵ective gluons at the centre of discrete tiles covering the phase-space triangle.

These realisations form the basis of the “Discrete QCD algorithm” of [47].

Each rapidity slice can be treated independently of any other slice. Inserting Eq. 2.7

into the exclusive decay probability (the second term in the shower master equation,

Eq. 2.2) shows that the exclusive rate for finding an e↵ective gluon in a fixed y-bin takes

the straightforward form

dtd⇠
d�

2⇡
C

↵s

2⇡

2sik(t, ⇠)

sij(t, ⇠)sjk(t, ⇠)
�(tn, t) =

d


exp

0

@�

maxZ



d̄

̄

1

A =
d

max
(2.8)

Thus, for a fixed y-bin, the -value of an e↵ective gluon in Fig. 1 is, to first approximation,

simply given by (number of tiles)�1. This is significantly simpler than in conventional
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Interpreting the running coupling renormalisation 
group as a gain-loss equation:

Gluons within  act coherently as one 
effective gluon

δyg

[Gustafson, Prestel, MS, Williams ’22]
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|�i B S

|gi S
0

|ci C

|mi M

Coin

Repeat for all slices in fold

Shift Memory

Figure 1: Schematic of the quantum circuit for one slice in the fold. For each slice, the algorithm is split

into three distinct sections: (1) The coin operation, C, controls from the relevant walk memory to apply

the correct coin operation to the coin register; (2) the shift operation first increases the walker’s position

along the base of the fold, B, and then controls from the coin outcome to shift the walker accordingly

to increase the grove baseline, S, and e↵ective gluon position, S
0
; (3) The memory operation, M , then

updates the memory register with the outcome of the coin operation. This is then repeated for all slices

in the primary fold, and any subsequent folds formed.

|�i

|gi

|ci H

|mi

Coin Shift Memory

Figure 2: Schematic for a fold with a single slice of two tiles. There are two equal probability outcomes,

thus a Hadamard coin is used: 50% chance of an e↵ective gluon being created is represented by the |1i
state on the coin qubit. The shift operation increases the walker along the base of the fold, and then,

depending on the outcome of the coin operation, creates a new fold representing an e↵ective gluon. The

gluon is then recorded in the gluon register, and the memory operation updates the memory register with

the outcome of the coin operation. Note that no further calculation is needed, as the new fold created in

the event of an emitted e↵ective gluon is only 1 tile. If the new fold could produce further e↵ective gluons,

then the algorithm is applied recursively until no gluon bearing folds are produced.
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The baseline of the grove structure 
contains all kinematics information

For LEP data there are 24 
unique grove structures
The Discrete-QCD dipole cascade 
can therefore be implemented as 

a simple Quantum Walk
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Running on a Quantum Simulator
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Discrete QCD as a Quantum Walk - IBM device
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The figure shows the uncorrected 

performance of the ibm_algiers 
device compared to a simulator

The 24 grove structures are generated 
for a  GeV, corresponding 
to typical collisions at LEP.

ECM = 91.2

Main source of error from CNOT 
errors from large amount of SWAPs
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Collider Events on a Quantum Computer
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Big Data in HEP @ the LHC

Tremendous amount of 
highly complex data

However, theoretically 
very precise description 

of data

Highly performant data 
analysis techniques

High-Energy Physics

ATLAS/CMS 200 events/s 
passing triggers

ATLAS/CMS 2 PB/year of data

Machine Learning

Ideal 
interplay

Often used for 
classification in HEP:
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• Supervised learning

• Anomaly detection



Classical

ML Algorithms

Simulation of field theories (Groundstate, tunnelling, Real-time…)

Tensor 
Networks

Data Analysis (Classification, anomaly, regression, fitting, …)

Quantum 
Computing

1. an adaptable complex system that allows approximating a complicated function

2. the calculation of a loss function used to define the task the method

3. a way to update 1. while minimising the loss function

optimisation
Calculation of differential equations, etc etc

quantum: annealing

hybrid: classical opti.

ground state 
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Quantum Machine Learning 

with a Variational Quantum Circuit

[Blance, MS ’20]

[Farhi, Neven ’18]

[Schuld et al ’20]

[McClean et al ’16]
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Quantum Machine Learning 

with a Variational Quantum Circuit

state preparation

e.g. angle encoding

n corresponds 
to # features
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Quantum Machine Learning 

with a Variational Quantum Circuit

3.2. Structure of a Variational Quantum Classifier 75

Figure 3.2: Circuit diagram for our variational quantum classifier
model made of two qubits in each of the two layers.

postprocessing step gives a great deal of flexibility to the user to tackle the problem

how they see fit. Generally, it will include the addition of any bias terms, the

drawing of a classification decision boundary, the calculation of a loss function and

the optimisation procedure.

The bias term b will also be a trainable parameter. Its introduction increases model

flexibility. We can write the output of our model, before drawing a decision boundary,

by combining the expectation value of the model circuit fi(w, x) and the bias term b

f(w, b, x) = fi(w, x) + b . (3.2.9)

A decision boundary is drawn to seperate the value of f(w, b, x) into the two classes.

The binary classification result, cls(w, b, x), is calculated as

cls(w, b, x) =

Y
___]

___[

1 if f(w, b, x) > 0 ,

≠1 else .

(3.2.10)

Following this, the loss function is calculated and the optimisation procedure is

carried out. This will be discussed in Section 3.3.

2-layer Variational Quantum Circuit

3.2. Structure of a Variational Quantum Classifier 73

unitary gate

Ry(◊) =

Q

cca
cos(◊/2) ≠sin(◊/2)

sin(◊/2) cos(◊/2)

R

ddb . (3.2.4)

3.2.2 Model Circuit

Given a prepared state, |xÍ, the model circuit, U(w), maps |xÍ to a vector |ÂÍ =

U(w)|xÍ. In turn, U(w) consists of a series of unitary gates and can be decomposed

as

U(w) = Ulmax(wlmax)...Ul(wl)...U1(w1) , (3.2.5)

where every Ul(wl) is a layer in the circuit, with its corresponding weight parameters,

and lmax is the maximum number of layers. These are constructed from a set of single

and two-qubit gates which will evolve the state |xÍ. The gates include parameters

that will be trained during the optimisation of the network. A single qubit gate can

be written as a 2 ◊ 2 unitary matrix with the form

G(–, —, “, „) = ei„

Q

cca
ei—cos(–) ei“sin(–)

≠e≠i“sin(–) e≠i—cos(–)

R

ddb . (3.2.6)

We can neglect ei„ as it only gives rise to a global phase that has no measurable

e�ect. Thus, the parameters –, —, and “ are all that is needed to parametrise a

single qubit gate.

The circuit we use in our model in shown is Fig. 3.2. This is constructed using a

rotation gate, R, and CNOT1. The rotation gate is a single qubit gate that is applied

1 The controlled-NOT (CNOT) gate is a quantum register that can be used to entangle and
disentangle quantum states. The matrix representation of a CNOT gate is

CNOT =

Q

cca

1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

R

ddb .
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model circuit trainable 
parameters

prepared 
state

quantum system which can be parametrised by

| i = ↵|0i + �|1i = cos
✓

2
|0i + ei'sin

✓

2
|1i =

✓
cos ✓2

sin ✓
2e

i�

◆
. (2.2)

The state of Eq. (2.2) can be visualised as a vector on the Bloch sphere. By performing op-

erations on a qubit one rotates the vector on the Bloch sphere. Circuits can be constructed

to act on numerous qubits, where a 2-qubit state can be described as a tensor product of

two 1-qubit states

| i = ↵00|00i + ↵01|01i + ↵10|10i + ↵11|11i . (2.3)

The model circuit is constructed from gates that evolve the input state. The circuit

is based on unitary operations and depends on external parameters which will be adjusted

during training.

Finally, the postprocessing step measures the state. Traditionally, we measure the

output of the first qubit. This step will also include any classical postprocessing we may

wish to include.

2.1 State Preparation

Before applying the model circuit of our classifier, we use a state preparation circuit Sx to

encode the input data into a quantum state. Sx acts on the initial state |�i

x 7! Sx|�i = Sx|0i⌦n = |xi , (2.4)

where |�i = |0i⌦n. The number of qubits n is defined by the number of features in our

dataset.

The parametrisation of the encoding can a↵ect the decision boundaries of the classifier

and can therefore be chosen in a form that suits the problem at hand [44]. Here, we use

the so-called angle encoding

|xi =
nO

i=1

cos(xi)|0i + sin(xi)|1i , (2.5)

where x = (x0, ...xN )T . Practically, this amounts to using the input data, x, as angles in

a unitary quantum gate. We take the state preparation circuit as the unitary gate

Ry(✓) =

 
cos(✓/2) -sin(✓/2)

sin(✓/2) cos(✓/2)

!
. (2.6)
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Quantum Machine Learning 

with a Variational Quantum Circuit

• Entangled state shares information across qubits

74 Chapter 3. Classification Using a Variational Quantum Classifier

to both qubits in our system. This gate is designed to rotate our state based on a

set of learnable parameters w = (–, —, “)

R(–, —, “) = RZ(“)RY (—)RZ(–)

=

Q

cca
e≠i(–+“)cos(—/2) ≠e≠i(–≠“)sin(—/2)

e≠i(–≠“)sin(—/2) ei(–+“)cos(—/2)

R

ddb

(3.2.7)

The angles of Eq. (3.2.7) are a subset of all trainable parameters of the model and

make up the parameters in the weight vector w œ Rn◊3◊l, where n is the number

of qubits and l is the number of layers in our network. This object, w, will contain

some of the parameters that will be learned during training time. While the number

of qubits will mirror the number of features in our dataset, the number of layers in

the network, l, is a hyperparameter we can tune. In the circuit centric design we are

using, the number of qubits is held constant, however, the model could be extended

for a more flexible network design [94].

Each layer in our model contains two CNOT gates - a standard 2-qubit gate in

quantum computing with no learnable parameters. These gates flip the state of

a qubit based on the value of another control bit. Each gate in the layer uses a

di�erent qubit as the control bit.

3.2.3 Measurement and Postprocessing

After applying U(w) to the initial state we need to measure its output. We do this

by applying the Pauli Z operator on the first qubit and taking the expectation value

E(‡z) = È0|Sx(x)†U(w)†ÔU(w)Sx(x)|0Í = fi(w, x) , (3.2.8)

where Ô = ‡z ¢ I¢(n≠1). To obtain an estimate, we run the circuit repeatedly. The

number of repetitions we do is known as the number of shots S.

Classical postprocessing is applied to the expectation value of the circuit before

returning a final classifier output. Like in a classical neural network approach, the
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for

• Evaluate expectation value of qubits to construct loss

for supervised S vs B classification one qubit sufficient

3.2. Structure of a Variational Quantum Classifier 75

Figure 3.2: Circuit diagram for our variational quantum classifier
model made of two qubits in each of the two layers.

postprocessing step gives a great deal of flexibility to the user to tackle the problem

how they see fit. Generally, it will include the addition of any bias terms, the

drawing of a classification decision boundary, the calculation of a loss function and

the optimisation procedure.

The bias term b will also be a trainable parameter. Its introduction increases model

flexibility. We can write the output of our model, before drawing a decision boundary,

by combining the expectation value of the model circuit fi(w, x) and the bias term b

f(w, b, x) = fi(w, x) + b . (3.2.9)

A decision boundary is drawn to seperate the value of f(w, b, x) into the two classes.

The binary classification result, cls(w, b, x), is calculated as

cls(w, b, x) =

Y
___]

___[

1 if f(w, b, x) > 0 ,

≠1 else .

(3.2.10)

Following this, the loss function is calculated and the optimisation procedure is

carried out. This will be discussed in Section 3.3.

• Quantum network output:

• Changing operator and loss => VQE, VQT, … (simulate QFT)
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Quantum Machine Learning 

with a Variational Quantum Circuit

• Hybrid approach (QC to calculate exp. value, CC to optimise U operator)

• Loss function

76 Chapter 3. Classification Using a Variational Quantum Classifier

3.3 Optimisation

As alluded to above, during training we aim to find values of w and b to optimise a

given loss function. This is analogous to a traditional neural network. In both cases,

the methods of optimisation you can perform are similar. For a quantum neural

network and a traditional neural network, we perform a forward pass of the model

and calculate a loss function. Then, we can backpropagate through the network

and update the trainable parameters. This is the equivalent of the third pillar of

machine learning, mentioned in Section 3.1.

During training we have chosen to use mean squared error (MSE) as the loss function1.

The allows us to measure a distance between the truth and our model’s predictions,

represented by the value of the function

L = 1
n

nÿ

i=1

Ë
ytruth

i ≠ f(w, b, xi)
È2

. (3.3.1)

We train our model using vanilla gradient descent and quantum gradient descent [103].

The latter is a quantum optimisation algorithm designed to be performed on a hybrid

network such as the model we have proposed.

3.3.1 Backpropagation

To perform backpropagation for a network with adjustable parameters ◊ = (w, b)

we must compute the gradient ˆ

ˆ◊
f . This is equivalent to computing the change of

the output of the network when varying ◊. The gradient over a quantum circuit

can be calculated using the parameter-shift rules [108,109]. Being able to calculate

gradients for a quantum circuit opens up the possibility of using gradient descent

methods to train our variational quantum circuit. The methodology is identical to

how optimisation and training techniques are performed on classical neural networks.

1As discussed in Chapter 1.1, the binary cross-entropy is a preferred measure for the loss function.
In this case, we find that the choice of BCE or MSE leads to similar results. As a result, we choose
to follow the choice for the loss function of Refs. [95,107]. On testing the di�erence, we find that
either loss function results in a model performance of around 70% accuracy.

label (signal, bkg), supervised learning

• Quantum gradient descent - for fast convergence

[Blance, MS ’20]
Fubiny-Study metric underlies geometric 
structure of VQC parameter space:
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invariant metric. Similar to how the Fisher Information Matrix is used to promote

the gradient descent method to the natural gradient descent method, the Fubini-

Study metric g (derived and elaborated on in Appendix A) exploits the geometric

structure of the variational quantum classifier’s parameter space to establish the

quantum gradient descent method. Here, the optimisation algorithm reads [103]

◊t+1 = ◊t ≠ ÷g+
OL(◊) , (3.3.5)

where g+ is the pseudo-inverse of the Fubini-Study metric. We implement this using

the Python package PennyLane [114]. This allows us to find the steepest descent in

the parameter space of the quantum states. The approach of Eq. (3.3.5) is designed

to optimise the parameters of the quantum variational circuit only, i.e. the quantum

gates with trainable parameters w = (–, —, “). To perform a full optimisation of

our hybrid model, we need to consider the classical components of our model -

the bias term. Thus, we propose to optimise our weights using quantum gradient

descent (3.3.6) while using vanilla gradient descent for the classical bias term b. By

calculating both gradients at each optimisation step,

◊w

t+1 = ◊w

t ≠ ÷g+
O

wL(◊) ,

◊b

t+1 = ◊b

t ≠ ÷ObL(◊) , (3.3.6)

we can be sure that our entire range of parameters is optimised simultaneously.

3.4 Analysis Setup

Our analysis will be performed using background and signal samples consisting of

pp æ tt̄ events and pp æ Z Õ
æ tt̄ events, respectively. These events are generated

using the same method as found in Chapter 2.2.

The analysis is based exclusively on the transverse momentum of one b-jet, pT,b1 ,

and the event’s missing energy, /ET . We show the distributions of these observables

[Cheng ’10]

[Abbas et al ’20]

GGI Workshop               Florence      Michael Spannowsky         07.11.2023                   31



Gate quantum machine learning in action3.6. Conclusions 83

1 11 21 30
Epoch

0.8

0.9

1.0

1.1

1.2

1.3

T
ra

in
in

g
L
os

s

NN � GD

VQC � GD

VQC � QGD

(a) (b)

Figure 3.5: Comparison of the averaged training history for 15 runs
of the QVC models trained with quantum gradient des-
cent, QVC models trained using vanilla gradient descent
and the classical NN models. Figure (a) show models
trained with 1500 samples and Figure (b) shows models
trained with 500 samples.
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Figure 3.6: (a) Output of a QVC model trained with quantum gradi-
ent descent and (b) ROC curve for a QVC model trained
with quantum gradient descent, a QVC model trained
with vanilla gradient descent and the classical NN.
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Device Accuracy (%)
PennyLane default.qubit 72.6
ibmq_qasm_simulator 72.6
ibmqx2 71.4

Table 3.1: Test set results from model trained with quantum gradi-
ent descent sent to PennyLanes in-built simulator, IBM
Q simulator and IBM Q Yorktown (ibmqx2).

high-dimensional parameter spaces. In this chapter, we present a novel quantum-

classical hybrid neural network. Models such as the one developed make up part

of what is known as quantum machine learning (QML). This is the emerging field

aimed at applying quantum computing benefits to machine learning. By applying

the power of quantum computing to machine learning, it is hoped that one can create

classification techniques which will increase sensitivity in new physics searches.

The model proposed here is based on a variational quantum classifier. Variational

quantum classifiers are in many ways analogous to classical neural networks. An

advantage that a VQC classifier provides over a classical neural network is its small

model size. The model shown here uses a quantum algorithm equivalent to natural

gradient descent. Typically, due to the need to invert large matrices, natural gradient

descent is computationally prohibitive when training neural networks. However,

thanks to the model-size advantage of the VQC, we can make use of quantum

gradient descent to optimise our network.

We combine the use of quantum gradient descent to optimise the quantum gate

parameters in the model with classical gradient descent to optimise the classical

bias term. This model was used to perform a Z Õ resonance search. We compared

the performance of this model against a purely classical neural network and a VQC

optimised with standard gradient descent. The hybrid approach proved successful

in maximising the learning outcome. The hybrid approach learns faster than an

equivalent classical neural network or the classically trained VQC. Even on small

data samples the hybrid VQC still retains a high classification ability. While we

applied this methodology to generated data, we believe this approach can prove
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Figure 3: Distribution of signal and background of the (a) pT of the hardest b-jet and the

(b) missing energy.

4 Analysis Setup

The background and signal samples used here consist of pp ! tt̄ events and pp ! Z 0 ! tt̄

events, respectively. The background events have been generated with a centre-of-mass

energy of 14 TeV. When the top quarks are decayed we have forced one quark to have

a hadronic decay while the other has a leptonic decay. A heavy new boson, Z 0 [54], is

used as signal, with a mass of 2 TeV and a width chosen to be 89.6 GeV [55]. Similar

to the background one top quark decays hadronically and the other leptonically. For all

events, a cut of pT > 500 GeV is placed on the transverse momentum of the top quarks.

All events are generated using MadGraph5 aMC@NLO [53] while the parton showering

and hadronisation is performed with Pythia 8.2.

Using the Cambridge-Aachen algorithm [60] the hadrons and the non-isolated leptons

are clustered into jets with radius R = 1.0. This is based on work using fat jets to

reconstruct highly boosted top quarks [56–59]. Using FastJet [61] the kT algorithm is

implemented to recluster the hardest two fat jets into jets with radius R = 0.2. Based

on proximity to a B-meson, jets are b-tagged while requiring them to have a transverse

momentum pT > 30 GeV. We also demand any isolated leptons to have a transverse

momentum pT > 10 GeV.

The selection of these events is then based on numerous criteria. For the two fat jets

in an event, one must contain at least one b-jet while the other must contain at least two

light jets and one b-jet. The events must also contain a minimum of one isolated lepton

and are required to have a scalar-summed transverse momentum of HT > 1 TeV.

In the following, the analysis performed is exclusively based on the transverse momen-

tum of one b-jet (pT,b1) and the event’s missing energy ( /ET ). We show these observable’s

distributions in Figure 3 and heatmaps in Figure 4.

Our data x is normalised using min-max scaling such that xscaled 2 [0,⇡]. This allows
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Figure 4: Heatmaps of signal and background of the (a) pT of the hardest b-jet and the

(b) missing energy.

our features to be encoded as an angle in a qubit rotation when we begin training. The

target labels are defined as �1 for the background set and 1 for the signal set.

5 Network Performance

We are comparing three models: a classic neural network trained with standard gradient

descent (NN-GD), a VQC trained with standard gradient descent (VQC-GD) and a VQC

trained with our quantum gradient descent method (VQC-QGD) of Sec. 3.2.

The VQC model consists of two qubits, corresponding to the two features pT,b1 and
/ET , and two layers. Each layer has a rotation gate for each qubit followed by two CNOT

gates. We implement this model, depicted in Fig. 2, using PennyLane [52] and train it

for 30 epochs with a batch size of 32 events and an initial learning rate of ⌘ = 0.01. During

training, for all models, we reduce the learning rate value whenever the loss plateaus.

However, learning rate reduction, in this instance, appears to have little e↵ect on the

performance of the network during training. The networks poor capacity to discriminate

signal from background is reflective of the similarity between the two. Figure 4 shows

the probability density for the events to populate areas in the feature space (pT , /ET ).

The similarity between signal and background prevents the networks to benefit from a

continuous learning rate reduction, for classical NNs and our hybrid method alike.

We anticipate that a significant advantage of the variational quantum classifier lies

in its smaller network structure, which allows to employ computationally more expensive

optimisation algorithms, as detailed in Sec. 3, giving in turn rise to a faster learning rate.

Such a method would be particularly advantageous in cases where one has to train directly

on a limited amount of data, e.g. rare decays or processes with small production cross

section.

Thus, to compare the network’s ability to learn quickly, we limit ourselves to a total

of 2500 events for the signal and background samples respectively. We impose a 60-20-
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Most popular NN-based anomaly detection method

Autoencoder for unsupervised learning

• in first step input is encoded into information bottleneck

• between input/output layer and bottleneck can be several hidden layers  
(conv./deep NNs) -> highly non-linear

• Reconstructed output is then compared with input via loss-function (often MSE)

• NN is trained such that input and output high degree of similarity
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Loss = difference

input/output

• after bottleneck decoding step

[Kingma, Welling ’13]
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Unsupervised learning with quantum-gate Autoencoder

[Ngairangbam, MS, Takeuchi ’21]
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Results: Training size dependence
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Classical autoencoder Quantum autoencoder

Figure 6: ROC curve between signal acceptance vs background rejection for Quantum Autoen-
coder(QAE) and Classical Autoencoder(CAE) for various values of mH and di↵erent latent dimen-
sions for a training datasize of 10k samples. The trend across latent dimensions is same for both
QAE and CAE with QAEs performing better in all cases.

5.3 Anomaly detection

We now explore the performance of the autoencoders for a search scenario of for di↵erent

signal strengths.

– 12 –

Much faster training and better performance for Quantum autoencoder

better

In our test case, outcome prevails for much larger classical networks
GGI Workshop               Florence      Michael Spannowsky         07.11.2023                   36



Adiabatic quantum computing

• Adiabatic quantum computing (AQC) proposed as application of quantum 
adiabatic theorem to solve optimisation problems 

• Turns out to equivalent to quantum circuit model, i.e. it is universal

[Farhi, Goldstone, 
Gutmann ’00]

[Aharonov, et al ’07]

• States that if system prepared in ground state      of Hamiltonian 
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be equivalent to the quantum circuit model so it is a universal model for quantum
computation [Ah07].

Let us briefly review the content of the adiabatic theorem: Assume to prepare a
quantum system in the ground state |ψ0⟩ of a given Hamiltonian H (that is, |ψ0⟩ is
the eigenstate with minimum eigenvalue H), then one can change the Hamiltonian
smoothly in time. If the change is sufficiently slow then the system remains in the
istantaneous ground state with high probability. The time-dependent Hamiltonian
is described by a smooth one-parameter family of self-adjoint operators {H(t)}t∈[0,T ]

in the Hilbert space H of the considered quantum system. The dynamics of the
system that is prepared in the ground state |ψ0⟩ ∈ H is given by the solution of the
Schrödinger equation:

i! d

dt
|ψ(t)⟩ = H(t)|ψ(t)⟩ t ∈ [0, T ], (3.4.1)

with the initial condition |ψ(0)⟩ = |ψ0⟩. Let us re-parametrize the time-dependent
Hamiltonian as H̃(s) := H(Ts) with s ∈ [0, 1]. For any s ∈ [0, 1] we have the
following eigenvalue problem:

H̃(s)|l, s⟩ = El(s)|l, s⟩, (3.4.2)

where E0(s) is the minimum of the spectrum of H̃(s) and |0, s⟩ the corresponding
eigenvector, that is the ground state. Let us assume the non-degeneracy of the
initial ground state, dimHE0(0) = 1, where HE0(0) is the eigenspace of E0(0). A
simple formulation of the adiabatic theorem, assuming the non-degeneracy of the
ground state for any s ∈ [0, 1], is the following [Ka50, BF28]:

Theorem 3.4.1 If λ(s) := E1(s)− E0(s) > 0 for any s ∈ [0, 1] then:

lim
T→+∞

|⟨0, 1|ψ(T )⟩| = 1, (3.4.3)

where ψ(T ) is the solution of (3.4.1), with initial condition ψ(0) = |0, 0⟩, calculated
in t = T .

The existence of a nonzero spectral gap λ ensures that the state of the evolving
system remains in the ground state of H(t), for any t ∈ [0, T ], if the evolution time
is large.

In order to evaluate how big T would be to obtain an acceptable probability to
remain in the ground state, one can use the following rough estimation [Mc14] but
more refined adiabatic conditions exist [JRS07]:

T ≫
maxs ∥ d

dsH̃(s) ∥op
[mins λ(s)]2

, (3.4.4)
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If Hamiltonian changed smoothly and slowly enough system remains in ground state

➡ A time variation of the Hamiltonian from     to     is implemented 
according to:
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where the operator norm ∥ · ∥op is defined in (2.2.3).
The general structure of an adiabatic quantum computation is the following:

• A quantum system is prepared in the known ground state of an initial Hamil-
tonian HI such that [HI ,HP ] ̸= 0.

• A time variation of the Hamiltonian from HI to HP is implemented according
to:

H(t) = (1− s(t))HI + s(t)HP t ∈ [0, T ] (3.4.5)

where T satisfies (3.4.4), s : [0, τ ]→ [0, 1] is a smooth monotone function such
that s(0) = 0 and s(T ) = 1 and HP is the problem Hamiltonian.

• Measurement process on the quantum system.

The problem to solve is encoded in HP and its ground state represents the solution.
By the adiabatic theorem, the final measurement process is performed on the ground
state of HP with high probability. In order to formulate an adiabatic algorithm one
must to encode the problem into HP and estimate the spectral gap λ to perform the
adiabatic evolution that cannot be too slow in order to not destroy the efficiency of
the algorithm.

3.5 Quantum annealing

Quantum annealing (QA) is a type of heuristic search used to solve optimization
problems [KN98]. The solution of a given problem corresponds to the ground state
of a quantum system with total energy described by a problem Hamiltonian HP on
the Hilbert space where the considered quantum system is described. The annealing
procedure is implemented by a time evolution of the quantum system towards the
ground state of the problem Hamiltonian. QA is related to AQC by some crucial
aspects but the two techniques do not coincide. In AQC the considered quantum
system is assumed to be isolated so its dynamics is unitary, in QA the quantum
hardware is considered as an open system interacting with the environment then its
dynamics is characterized by decoherence and energy dissipation.

Let us consider the time-dependent Hamiltonian

H(t) = Γ(t)HD +HP , (3.5.1)

where HP is the problem Hamiltonian, and HD is the transverse field Hamiltonian
(or disordering Hamiltonian), which gives the kinetic term inducing the exploration
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must to encode the problem into HP and estimate the spectral gap λ to perform the
adiabatic evolution that cannot be too slow in order to not destroy the efficiency of
the algorithm.

3.5 Quantum annealing

Quantum annealing (QA) is a type of heuristic search used to solve optimization
problems [KN98]. The solution of a given problem corresponds to the ground state
of a quantum system with total energy described by a problem Hamiltonian HP on
the Hilbert space where the considered quantum system is described. The annealing
procedure is implemented by a time evolution of the quantum system towards the
ground state of the problem Hamiltonian. QA is related to AQC by some crucial
aspects but the two techniques do not coincide. In AQC the considered quantum
system is assumed to be isolated so its dynamics is unitary, in QA the quantum
hardware is considered as an open system interacting with the environment then its
dynamics is characterized by decoherence and energy dissipation.

Let us consider the time-dependent Hamiltonian

H(t) = Γ(t)HD +HP , (3.5.1)

where HP is the problem Hamiltonian, and HD is the transverse field Hamiltonian
(or disordering Hamiltonian), which gives the kinetic term inducing the exploration
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H = (1 − t) p2

2m2 + t V(x)

encode problem/optimisation 
task here

calculated with QIBO 
quantum simulator
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As we stated in the introduction, the purpose if this
study is not to recover these classical instanton solutions
for the tunnelling per se, as they are well-known, but
rather to demonstrate that the corresponding field-theory
configuration can be suitably encoded into a quantum
annealer. Once we have established this as a working
principle, one could even envisage testing for the above
behaviour directly. Therefore we will in what follows fo-
cus on using a quantum annealer to recover the simple
c = 0 solution required for the thin-wall regime, as a
proof of principle. We will therefore set ourselves the
task of minimising the corresponding action integral,

S1 =

Z 1

0
d⇢

1

2
�̇
2 + U(�) , (7)

which should yield a solution of the form shown in Fig.2b.

III. ENCODING THE FIELD THEORY

Let us start with the central problem, which is how
to formulate a continuous scalar field theory on quantum
annealers. A quantum annealer is based on the adia-
batic theorem of quantum mechanics, which implies that
a physical system will remain in the ground state if a
given perturbation acts slowly enough, and if there is a
gap between the ground state and the rest of the system’s
energy spectrum [24]. For the annealer to provide a so-
lution to a mathematical problem, e.g. the calculation
of �(⇢) for Eq. 7, we have to find a mapping such that
the expectation value of its Hamiltonian can be identi-
fied with its solution, i.e. that it allows in this example
to identify

�(⇢) () lim
t!0

hHQA(t)i . (8)

The form of the Hamiltonian available to a quantum
annealer is that of a general Ising model, in addition to
a time-dependent transverse field:

HQA(t) =
X

i

X

j

Jij�
Z
i �

Z
j +

X

i

hi�
Z
i +�(t)

X

i

�
X
i ,

(9)

where �
Z
i =

✓
1 0
0 �1

◆
(�Z |0i = |0i, �Z |1i = �|1i) is

the Pauli Z operator, with the subscript indicating which
spin it acts upon, and �

X is its friend pointing in the X-
direction. The gradual decrease of �(t) ! 0 from a large
value should drive the system into the ground state of
the time-independent part of the Hamiltonian, and this
is where we will put the field theory:

H =
X

i

X

j

Jij�
Z
i �

Z
j +

X

i

hi�
Z
i . (10)

It is worth noting that the couplings Jij and hi could
also be adiabatically adjusted in the annealing process,
and this could ultimately be used to adjust the potential

U(�) of a system in the quantum annealer so as to observe
tunnelling, assuming it can be encoded. We will further
split the Hamiltonian into three generic pieces, as

H = H(chain) +H(QFT) +H(BC)
. (11)

Here, H(QFT) is the Hamiltonian corresponding to the
minimisation of the action in Eq. 7 and H(BC) is a Hamil-
tonian that we add to enforce the boundary conditions2.

However our first task is to encode continuous field
values over a continuous domain, with only the discrete
Ising model to hand: this is what H(chain) is for. We begin
by splitting the radius variable ⇢ into M � 1 discrete
values and the field value at the `’th position into N � 1
discrete values:

⇢` = `⌫ = ⌫ . . .M⌫

�(⇢l) = �0 + ↵l⇠ = �0 + ⇠ . . . �0 +N⇠ ,

where in the present context one might for example take
a fiducial value �0 ⇡ �a and ⇠ = 2a/N , with M⌫ =
�⇢. Thus our Ising interaction Jij is an (MN)⇥ (MN)
matrix, while hi is an (NM)-vector.

We must now separate those spins in the annealer that
correspond to fields at different values of `, effectively
splitting Jij and hi into N ⇥ N sub-blocks. To do this
we will utilise the Ising-chain domain wall representation
introduced in [47]. That is for every position ` we add to
the Hamiltonian

H(chain)
` = �⇤

0

@
N�1X

j=1

�
Z
`N+j�

Z
`N+j+1 � �

Z
`N+1 + �

Z
`N+N

1

A .

(12)
As shown in [47], taking ⇤ to be much larger than ev-
ery other energy scale in the overall Hamiltonian, these
terms will constrain the system to remain in the ground
subspace of the Hamiltonian, where exactly one spin po-
sition, ↵` say, is frustrated for each `. These states are
of the form

|11...100...0i` =) �(⇢`) = �0 + ↵`⇠ , (13)

where in the above the discretised field value is repre-
sented by the position ↵` of the frustrated domain wall.
Conversely the field value at the `’th position can be
found by making the measurement

�(⇢`) =
1

2

N�1X

j=1

(�0 + j⇠) h�Z
`N+j+1 � �

Z
`N+ji , (14)

which only receives a contribution from frustrated spin
position with j = ↵`. For later, it is useful to note that
this is equivalent to

�(⇢`) = �0 +
N⇠

2
� ⇠

2

NX

j=1

h�Z
`N+ji . (15)

2 For a classical neural network-based approach to solving Eq. 2
by treating it as an optimisation problem see [46].

3

• Specific Hamiltonian. What does the “anneal” mean?
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induces bit-hopping in the Hamming/Hilbert space

• The idea is to dial this parameter to land in the global 
minimum (i.e. the solution) of some “problem space” 
described by J, h:

initial Hamiltonian

(ground state = superposition of qubits with 0 and 1)

final Hamiltonian

(encodes actual problem)

• Anneal idea: transition from ground state of initial 
Hamiltonian into ground state of problem Hamiltonian

Quantum annealing:  
Non-universal but powerful?
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Thermal (classical) and Quantum Annealing are complementary:

• Thermal tunnelling is fast over broad shallow potentials  
(Quantum “tunnelling” is exponentially slow)

• Quantum tunnelling is fast through tall thin potentials  
(Thermal “tunnelling” is exponentially slow - Boltzmann suppression)

• Hybrid approach can be useful depending on solution landscape
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How to encode a problem on an Ising model

Example 1: how many vertices on a graph can we colour so that none touch?

Let non-coloured vertices have               and coloured ones have

Add a reward for every coloured vertex, and for each link between vertices 
i,j we add a penalty if there are two +1 eigenvalues:

NP problem
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Example 2: • N^2 students sit exam in a square room with NxN desks 1.5m apart. 

• Half the students (A) have a virus while half of them (B) do not. 

There are N^2 spins  arranged in rows and columns. We do not care if A>=<A 
or B>=<B, but if A>=<B then we put a penalty of 2+ on the Hamiltonian 
(ferromagnetic coupling) :

σZ
l N+j

Finally we need to apply constraint that #A=#B 

(no spontaneous healing/self-infection):

➡ How can they be arranged to minimise the number of infections 
due to <2m social distancing?
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• Example 2 done with classical thermal annealing using the Metropolis algorithm.

• We find 2 degenerate solutions.

•  Finding solutions easy for human, due to 
symmetry, but difficult for computer

➡ configuration space 2^100

➡ non-convex optimisation

➡ discrete problem (no gradient)

• Quantum annealing provides result in 𝒪(10 μs)
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A quantum laboratory for QFT and QML

• Using the spin-chain approach for field theories discussed before, we can 
encode a QFT on a quantum annealer and study its dynamics directly.

• To show that the system is a true and genuine quantum system we 
investigate if the state can tunnel from a meta-stable vacuum into a the 
true vacuum.

of nonperturbative phenomena by studying them exper-
imentally. It may even be possible to observe new phe-
nomena that have not yet been anticipated. For this
study we will of course be limited by the hardware that is
available to us, so the discussion is necessarily restricted
to the simpler field theories that can exhibit instanton-
like behaviour, namely the aforementioned d = 1 scalar
field theory. Nevertheless, within this theory we will be
able to set-up a potential that we then manipulate by
hand so that it develops a non-trivial vacuum structure
that induces tunnelling. We believe this is the first time
that it has been possible to implement instanton pro-
cesses in a freely chosen quantum field theory and observe
such phenomena experimentally.

II. SET-UP FOR FALSE VACUUM DECAY

It will be convenient for several practical reasons to
set-up a physical system on the annealer that recreates
quantum decay in a potential of the form

U(�) =
3

4
tanh2 �� k(t) sech2 (c(�� v)) , (1)

where c, v are constants while k is time-dependent, and
�(t) is the field. Note that � is the dimensionless object
that we will define on the annealer. When required we
will convert it into a dimensionful field ⌘ by defining

� = ⌘/⌘0 , (2)

where ⌘0 is a constant. In the d = 1 field theory there
are of course no space dimensions, and at leading order
it is isomorphic to quantum mechanics (with � playing
the role of x). However the d = 1 field theory formalism
allows for particle creation and is the starting point for
generalisation to higher dimensions, as discussed in the
introduction.

The first term in U provides a potential-well around
� = 0 which in principle allows the system to begin as a
bound-state there. As mentioned this is one of the bene-
fits of annealers over discrete gate systems: in order first
to reach a ground state, a system has to dissipate. The
k-term will then be turned on adiabatically during the
anneal in order to allow tunnelling into the global mini-
mum that forms at � = v. For this study we shall mostly
take c = 1, so that the potential during the tunnelling
period will consist of equally sized potential wells. The
potential is plotted in Fig.1 for k = 1 and various values
of separation parameter v.

This function has several nice properties for our pur-
poses. One is that each individual well has the Pöschl-
Teller �sech2� form, which can be solved. Moreover
the potentials around each minimum decay exponentially.
This makes it possible to “turn on” the global true min-
imum by adjusting k without significantly altering the
profile of the potential around the false minimum (un-
like the more commonly considered case of quartic po-

Figure 1: The double-Pöschl-Teller potential well for different
k and v. The system is initialised around � = 0 and allowed
to decay to the true minimum at � ⇡ v.

tentials). Other useful features of this choice will be dis-
cussed below when they become relevant.

We will begin the system with k = 0, such that it
falls into a Pöschl-Teller ground state. Assuming that
the completion of the potential into a d = 1 field the-
ory ultimately corresponds to the Schrödinger equation,
the ground state (and its excited friends) in such a po-
tential can be determined using factorisation and ladder-
operator methods (see for example [30, 31]). In a theory
where

2m⌘20
~2 U = �(�+ 1) tanh2�, (3)

the bound states are given by Legendre polynomials of
the form Pµ

� (tanh �), and the ground state, P�
� (tanh �),

is given by

 0(�) = N0 sech�� , (4)

where the normalisation constant is

N
2
0 = ⇡� 1

2�(�+ 1/2)/�(�) .

This state, which is our idealised starting state, has en-
ergy

E0 =
~2�
2m⌘20

. (5)

We will not know a priori the value of

�
def
= ~2/2m⌘20

in the effective field theory induced on the annealer, and
estimating it will essentially constitute our calibration.
In order to do this we could for example multiply U by
a constant, ↵ say, and by trial-and-error find a value for
↵ that yielded a ground state wave function of the form
 0 = sech(�)/

p
⇡ corresponding to � = 1/2. According

to (3) that value of ↵ would be equal to �. However this is
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[Abel, MS ’20]

- going beyond the reach of classical computers -

• For real-time evolution of field theory on QA see [Fromm, Philipsen, Winterowd ’22] 
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demanding to do (in terms of annealer time), and it is not
always obvious which is the value of �. We will instead
determine an estimate for � in the effective field theory
by studying the ground state of the simple-harmonic-
oscillator (SHO) potential, and fitting the wave-function
to the ground state. Either way it is unavoidable that
one must also determine � as an empirical parameter.

Let us now consider the tunnelling into the global min-
imum once k is turned on. The expected decay rate can
be computed using instanton methods. In d = 1 dimen-
sional field theory this means writing the path integral
for the non-relativistic propagation of the physical field
⌘ = ⌘0� as a worldline integral:

h⌘i|⌘f i =

Z ⌘(T )=⌘f

⌘(0)=⌘i

D⌘ e�i~�1 R T
0 dt( 1

2m⌘̇2�(U�E0)), (6)

where the path is between points ⌘i inside and ⌘f outside
the barrier and T is the time. As usual the integral is
dominated by the stationary phase contribution, but in
order to evaluate it efficiently we deform t in the complex
t plane by making a Wick rotation t ! �it and use the
Euclidean steepest-descent contour instead:

h⌘i|⌘f iE =

Z ⌘(T )=⌘f

⌘(0)=⌘i

D⌘ e
�~�1 R

dt
⇣

m⌘̇2

2 +U�E0

⌘

. (7)

This describes the propagator from ⌘i to the endpoint,
but we are most interested in the exponentially decay-
ing part. The steepest descent contour that determines
it corresponds to the classical solution of the Euclidean
equation of motion ⌘cl with endpoints at ⌘+, ⌘e, where ⌘e
is the escape point, namely the point where U = E0, with
the quantum fluctuations providing pre-factors. That is

�SE = 0 =) m⌘̈ = U⌘, (8)

which gives the usual classical solution

⌘̇cl = ±

p
2(U � E0)/m, (9)

corresponding to energy conservation for a ball rolling in
the inverted potential between turning points at ⌘+ and
⌘e. Substituting then gives the classical action

SE,cl =

Z ⌘e

⌘+

d⌘
p
2m(U � E0) , (10)

and letting ⌘ = ⌘cl + �⌘ yields a quantum prefactor;

h⌘i|⌘f iE =

Z
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dt
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with the decay rate � = |h⌘i|⌘f iE |2 becoming

� ⇡ e�2~�1SE,cl . (12)

In principle these solutions should then be matched on
to oscillating solutions at the turning points, but these

oscillating parts do not change the decay rate. Thus re-
gardless of the time T , the exponential decay in the am-
plitude between points either side of the barrier will be
dominated by this saddle point approximation, as one
would expect. As mentioned the d = 1 field theory is
isomorphic to the Schrödinger equation (SE) at leading
order and indeed the same result can be obtained us-
ing the WKB method. However the d = 1 system ac-
tually includes all the paraphernalia of field theory, in-
cluding loop corrections, particle pair production and so
forth. In principle then it presents a useful laboratory for
testing both perturbative and nonperturbative aspects of
quantum field theory, and future generalisation of our
discussion to higher dimensions could be performed very
straighforwardly by including discretised space derivative
terms. Only the limited dimensions and connectivity of
the annealer prevent us doing this.

How can we test this decay rate in a quantum annealer
directly? The assumption we will make is that the trans-
verse field component of the annealer induces an effec-
tive �̇2 term into any field theory we encode on it, with
some unknown coefficient. Therefore our method will be
to construct on the annealer a potential U as given in
Eq.(1) and, by observing its decay rates, test to see if
the annealer has indeed turned it into a d = 1 QFT. The
object of interest is therefore the exponent in the decay
rate:

~�1SE =

Z ⌘e

⌘+

r
2m(U � E0)

~2 d⌘ (13)

⇡ �� 1
2

Z �e

�+

r
3

4
tanh2 �� sech2(�� v) d� ,

where we have set c = 1. Obviously this integral becomes
linear in v at large values, but a second advantage of the
Pöschl-Teller potential barrier is that it remains so to a
very good approximation, even for values of v of order
one, as shown in Fig.2:

log� ⇡ �2~�1SE ⇡

r
3

�

✓
5

3
� v

◆
. (14)

Thus we expect exponential decay with an exponent
falling linearly with v. Crucially this behaviour is quali-
tatively different from thermal tunneling which has little
dependence on the barrier width v. For that one would
instead expect to recover the Arrhenius equation, with
� ⇠ e�Ea/kT , where Ea is the activation energy 3.

3 This can be seen using the same techniques [7], but now the finite-
temperature field theory is genuinely Euclidean, with compact-
ified time having periodicity given by the temperature, namely
tE = 1/kT . The instanton has to satisfy the periodicity con-
dition, and the time coordinate is rescaled accordingly with
� = 1/kT . For high temperatures there is effectively no room
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demanding to do (in terms of annealer time), and it is not
always obvious which is the value of �. We will instead
determine an estimate for � in the effective field theory
by studying the ground state of the simple-harmonic-
oscillator (SHO) potential, and fitting the wave-function
to the ground state. Either way it is unavoidable that
one must also determine � as an empirical parameter.

Let us now consider the tunnelling into the global min-
imum once k is turned on. The expected decay rate can
be computed using instanton methods. In d = 1 dimen-
sional field theory this means writing the path integral
for the non-relativistic propagation of the physical field
⌘ = ⌘0� as a worldline integral:
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where the path is between points ⌘i inside and ⌘f outside
the barrier and T is the time. As usual the integral is
dominated by the stationary phase contribution, but in
order to evaluate it efficiently we deform t in the complex
t plane by making a Wick rotation t ! �it and use the
Euclidean steepest-descent contour instead:
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This describes the propagator from ⌘i to the endpoint,
but we are most interested in the exponentially decay-
ing part. The steepest descent contour that determines
it corresponds to the classical solution of the Euclidean
equation of motion ⌘cl with endpoints at ⌘+, ⌘e, where ⌘e
is the escape point, namely the point where U = E0, with
the quantum fluctuations providing pre-factors. That is

�SE = 0 =) m⌘̈ = U⌘, (8)

which gives the usual classical solution

⌘̇cl = ±

p
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corresponding to energy conservation for a ball rolling in
the inverted potential between turning points at ⌘+ and
⌘e. Substituting then gives the classical action
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with the decay rate � = |h⌘i|⌘f iE |2 becoming
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In principle these solutions should then be matched on
to oscillating solutions at the turning points, but these

oscillating parts do not change the decay rate. Thus re-
gardless of the time T , the exponential decay in the am-
plitude between points either side of the barrier will be
dominated by this saddle point approximation, as one
would expect. As mentioned the d = 1 field theory is
isomorphic to the Schrödinger equation (SE) at leading
order and indeed the same result can be obtained us-
ing the WKB method. However the d = 1 system ac-
tually includes all the paraphernalia of field theory, in-
cluding loop corrections, particle pair production and so
forth. In principle then it presents a useful laboratory for
testing both perturbative and nonperturbative aspects of
quantum field theory, and future generalisation of our
discussion to higher dimensions could be performed very
straighforwardly by including discretised space derivative
terms. Only the limited dimensions and connectivity of
the annealer prevent us doing this.

How can we test this decay rate in a quantum annealer
directly? The assumption we will make is that the trans-
verse field component of the annealer induces an effec-
tive �̇2 term into any field theory we encode on it, with
some unknown coefficient. Therefore our method will be
to construct on the annealer a potential U as given in
Eq.(1) and, by observing its decay rates, test to see if
the annealer has indeed turned it into a d = 1 QFT. The
object of interest is therefore the exponent in the decay
rate:

~�1SE =

Z ⌘e

⌘+

r
2m(U � E0)

~2 d⌘ (13)

⇡ �� 1
2

Z �e

�+

r
3

4
tanh2 �� sech2(�� v) d� ,

where we have set c = 1. Obviously this integral becomes
linear in v at large values, but a second advantage of the
Pöschl-Teller potential barrier is that it remains so to a
very good approximation, even for values of v of order
one, as shown in Fig.2:
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Thus we expect exponential decay with an exponent
falling linearly with v. Crucially this behaviour is quali-
tatively different from thermal tunneling which has little
dependence on the barrier width v. For that one would
instead expect to recover the Arrhenius equation, with
� ⇠ e�Ea/kT , where Ea is the activation energy 3.

3 This can be seen using the same techniques [7], but now the finite-
temperature field theory is genuinely Euclidean, with compact-
ified time having periodicity given by the temperature, namely
tE = 1/kT . The instanton has to satisfy the periodicity con-
dition, and the time coordinate is rescaled accordingly with
� = 1/kT . For high temperatures there is effectively no room
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demanding to do (in terms of annealer time), and it is not
always obvious which is the value of �. We will instead
determine an estimate for � in the effective field theory
by studying the ground state of the simple-harmonic-
oscillator (SHO) potential, and fitting the wave-function
to the ground state. Either way it is unavoidable that
one must also determine � as an empirical parameter.

Let us now consider the tunnelling into the global min-
imum once k is turned on. The expected decay rate can
be computed using instanton methods. In d = 1 dimen-
sional field theory this means writing the path integral
for the non-relativistic propagation of the physical field
⌘ = ⌘0� as a worldline integral:

h⌘i|⌘f i =

Z ⌘(T )=⌘f

⌘(0)=⌘i

D⌘ e�i~�1 R T
0 dt( 1

2m⌘̇2�(U�E0)), (6)

where the path is between points ⌘i inside and ⌘f outside
the barrier and T is the time. As usual the integral is
dominated by the stationary phase contribution, but in
order to evaluate it efficiently we deform t in the complex
t plane by making a Wick rotation t ! �it and use the
Euclidean steepest-descent contour instead:

h⌘i|⌘f iE =
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⌘(0)=⌘i
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This describes the propagator from ⌘i to the endpoint,
but we are most interested in the exponentially decay-
ing part. The steepest descent contour that determines
it corresponds to the classical solution of the Euclidean
equation of motion ⌘cl with endpoints at ⌘+, ⌘e, where ⌘e
is the escape point, namely the point where U = E0, with
the quantum fluctuations providing pre-factors. That is

�SE = 0 =) m⌘̈ = U⌘, (8)

which gives the usual classical solution

⌘̇cl = ±

p
2(U � E0)/m, (9)

corresponding to energy conservation for a ball rolling in
the inverted potential between turning points at ⌘+ and
⌘e. Substituting then gives the classical action

SE,cl =

Z ⌘e

⌘+
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2m(U � E0) , (10)

and letting ⌘ = ⌘cl + �⌘ yields a quantum prefactor;
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with the decay rate � = |h⌘i|⌘f iE |2 becoming

� ⇡ e�2~�1SE,cl . (12)

In principle these solutions should then be matched on
to oscillating solutions at the turning points, but these

oscillating parts do not change the decay rate. Thus re-
gardless of the time T , the exponential decay in the am-
plitude between points either side of the barrier will be
dominated by this saddle point approximation, as one
would expect. As mentioned the d = 1 field theory is
isomorphic to the Schrödinger equation (SE) at leading
order and indeed the same result can be obtained us-
ing the WKB method. However the d = 1 system ac-
tually includes all the paraphernalia of field theory, in-
cluding loop corrections, particle pair production and so
forth. In principle then it presents a useful laboratory for
testing both perturbative and nonperturbative aspects of
quantum field theory, and future generalisation of our
discussion to higher dimensions could be performed very
straighforwardly by including discretised space derivative
terms. Only the limited dimensions and connectivity of
the annealer prevent us doing this.

How can we test this decay rate in a quantum annealer
directly? The assumption we will make is that the trans-
verse field component of the annealer induces an effec-
tive �̇2 term into any field theory we encode on it, with
some unknown coefficient. Therefore our method will be
to construct on the annealer a potential U as given in
Eq.(1) and, by observing its decay rates, test to see if
the annealer has indeed turned it into a d = 1 QFT. The
object of interest is therefore the exponent in the decay
rate:
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where we have set c = 1. Obviously this integral becomes
linear in v at large values, but a second advantage of the
Pöschl-Teller potential barrier is that it remains so to a
very good approximation, even for values of v of order
one, as shown in Fig.2:
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Thus we expect exponential decay with an exponent
falling linearly with v. Crucially this behaviour is quali-
tatively different from thermal tunneling which has little
dependence on the barrier width v. For that one would
instead expect to recover the Arrhenius equation, with
� ⇠ e�Ea/kT , where Ea is the activation energy 3.

3 This can be seen using the same techniques [7], but now the finite-
temperature field theory is genuinely Euclidean, with compact-
ified time having periodicity given by the temperature, namely
tE = 1/kT . The instanton has to satisfy the periodicity con-
dition, and the time coordinate is rescaled accordingly with
� = 1/kT . For high temperatures there is effectively no room
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demanding to do (in terms of annealer time), and it is not
always obvious which is the value of �. We will instead
determine an estimate for � in the effective field theory
by studying the ground state of the simple-harmonic-
oscillator (SHO) potential, and fitting the wave-function
to the ground state. Either way it is unavoidable that
one must also determine � as an empirical parameter.

Let us now consider the tunnelling into the global min-
imum once k is turned on. The expected decay rate can
be computed using instanton methods. In d = 1 dimen-
sional field theory this means writing the path integral
for the non-relativistic propagation of the physical field
⌘ = ⌘0� as a worldline integral:

h⌘i|⌘f i =

Z ⌘(T )=⌘f

⌘(0)=⌘i

D⌘ e�i~�1 R T
0 dt( 1

2m⌘̇2�(U�E0)), (6)

where the path is between points ⌘i inside and ⌘f outside
the barrier and T is the time. As usual the integral is
dominated by the stationary phase contribution, but in
order to evaluate it efficiently we deform t in the complex
t plane by making a Wick rotation t ! �it and use the
Euclidean steepest-descent contour instead:
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This describes the propagator from ⌘i to the endpoint,
but we are most interested in the exponentially decay-
ing part. The steepest descent contour that determines
it corresponds to the classical solution of the Euclidean
equation of motion ⌘cl with endpoints at ⌘+, ⌘e, where ⌘e
is the escape point, namely the point where U = E0, with
the quantum fluctuations providing pre-factors. That is

�SE = 0 =) m⌘̈ = U⌘, (8)

which gives the usual classical solution

⌘̇cl = ±

p
2(U � E0)/m, (9)

corresponding to energy conservation for a ball rolling in
the inverted potential between turning points at ⌘+ and
⌘e. Substituting then gives the classical action

SE,cl =

Z ⌘e
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with the decay rate � = |h⌘i|⌘f iE |2 becoming
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In principle these solutions should then be matched on
to oscillating solutions at the turning points, but these

oscillating parts do not change the decay rate. Thus re-
gardless of the time T , the exponential decay in the am-
plitude between points either side of the barrier will be
dominated by this saddle point approximation, as one
would expect. As mentioned the d = 1 field theory is
isomorphic to the Schrödinger equation (SE) at leading
order and indeed the same result can be obtained us-
ing the WKB method. However the d = 1 system ac-
tually includes all the paraphernalia of field theory, in-
cluding loop corrections, particle pair production and so
forth. In principle then it presents a useful laboratory for
testing both perturbative and nonperturbative aspects of
quantum field theory, and future generalisation of our
discussion to higher dimensions could be performed very
straighforwardly by including discretised space derivative
terms. Only the limited dimensions and connectivity of
the annealer prevent us doing this.

How can we test this decay rate in a quantum annealer
directly? The assumption we will make is that the trans-
verse field component of the annealer induces an effec-
tive �̇2 term into any field theory we encode on it, with
some unknown coefficient. Therefore our method will be
to construct on the annealer a potential U as given in
Eq.(1) and, by observing its decay rates, test to see if
the annealer has indeed turned it into a d = 1 QFT. The
object of interest is therefore the exponent in the decay
rate:
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where we have set c = 1. Obviously this integral becomes
linear in v at large values, but a second advantage of the
Pöschl-Teller potential barrier is that it remains so to a
very good approximation, even for values of v of order
one, as shown in Fig.2:
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Thus we expect exponential decay with an exponent
falling linearly with v. Crucially this behaviour is quali-
tatively different from thermal tunneling which has little
dependence on the barrier width v. For that one would
instead expect to recover the Arrhenius equation, with
� ⇠ e�Ea/kT , where Ea is the activation energy 3.

3 This can be seen using the same techniques [7], but now the finite-
temperature field theory is genuinely Euclidean, with compact-
ified time having periodicity given by the temperature, namely
tE = 1/kT . The instanton has to satisfy the periodicity con-
dition, and the time coordinate is rescaled accordingly with
� = 1/kT . For high temperatures there is effectively no room

3

The tunnelling probability in a QFT is calculated by evaluating the path-integral in Euclidean 
space around the action’s critical points using the steepest gradient-descent method
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always obvious which is the value of �. We will instead
determine an estimate for � in the effective field theory
by studying the ground state of the simple-harmonic-
oscillator (SHO) potential, and fitting the wave-function
to the ground state. Either way it is unavoidable that
one must also determine � as an empirical parameter.

Let us now consider the tunnelling into the global min-
imum once k is turned on. The expected decay rate can
be computed using instanton methods. In d = 1 dimen-
sional field theory this means writing the path integral
for the non-relativistic propagation of the physical field
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This describes the propagator from ⌘i to the endpoint,
but we are most interested in the exponentially decay-
ing part. The steepest descent contour that determines
it corresponds to the classical solution of the Euclidean
equation of motion ⌘cl with endpoints at ⌘+, ⌘e, where ⌘e
is the escape point, namely the point where U = E0, with
the quantum fluctuations providing pre-factors. That is
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which gives the usual classical solution
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In principle these solutions should then be matched on
to oscillating solutions at the turning points, but these

oscillating parts do not change the decay rate. Thus re-
gardless of the time T , the exponential decay in the am-
plitude between points either side of the barrier will be
dominated by this saddle point approximation, as one
would expect. As mentioned the d = 1 field theory is
isomorphic to the Schrödinger equation (SE) at leading
order and indeed the same result can be obtained us-
ing the WKB method. However the d = 1 system ac-
tually includes all the paraphernalia of field theory, in-
cluding loop corrections, particle pair production and so
forth. In principle then it presents a useful laboratory for
testing both perturbative and nonperturbative aspects of
quantum field theory, and future generalisation of our
discussion to higher dimensions could be performed very
straighforwardly by including discretised space derivative
terms. Only the limited dimensions and connectivity of
the annealer prevent us doing this.

How can we test this decay rate in a quantum annealer
directly? The assumption we will make is that the trans-
verse field component of the annealer induces an effec-
tive �̇2 term into any field theory we encode on it, with
some unknown coefficient. Therefore our method will be
to construct on the annealer a potential U as given in
Eq.(1) and, by observing its decay rates, test to see if
the annealer has indeed turned it into a d = 1 QFT. The
object of interest is therefore the exponent in the decay
rate:
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where we have set c = 1. Obviously this integral becomes
linear in v at large values, but a second advantage of the
Pöschl-Teller potential barrier is that it remains so to a
very good approximation, even for values of v of order
one, as shown in Fig.2:
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Thus we expect exponential decay with an exponent
falling linearly with v. Crucially this behaviour is quali-
tatively different from thermal tunneling which has little
dependence on the barrier width v. For that one would
instead expect to recover the Arrhenius equation, with
� ⇠ e�Ea/kT , where Ea is the activation energy 3.

3 This can be seen using the same techniques [7], but now the finite-
temperature field theory is genuinely Euclidean, with compact-
ified time having periodicity given by the temperature, namely
tE = 1/kT . The instanton has to satisfy the periodicity con-
dition, and the time coordinate is rescaled accordingly with
� = 1/kT . For high temperatures there is effectively no room

3
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of nonperturbative phenomena by studying them exper-
imentally. It may even be possible to observe new phe-
nomena that have not yet been anticipated. For this
study we will of course be limited by the hardware that is
available to us, so the discussion is necessarily restricted
to the simpler field theories that can exhibit instanton-
like behaviour, namely the aforementioned d = 1 scalar
field theory. Nevertheless, within this theory we will be
able to set-up a potential that we then manipulate by
hand so that it develops a non-trivial vacuum structure
that induces tunnelling. We believe this is the first time
that it has been possible to implement instanton pro-
cesses in a freely chosen quantum field theory and observe
such phenomena experimentally.

II. SET-UP FOR FALSE VACUUM DECAY

It will be convenient for several practical reasons to
set-up a physical system on the annealer that recreates
quantum decay in a potential of the form

U(�) =
3

4
tanh2 �� k(t) sech2 (c(�� v)) , (1)

where c, v are constants while k is time-dependent, and
�(t) is the field. Note that � is the dimensionless object
that we will define on the annealer. When required we
will convert it into a dimensionful field ⌘ by defining

� = ⌘/⌘0 , (2)

where ⌘0 is a constant. In the d = 1 field theory there
are of course no space dimensions, and at leading order
it is isomorphic to quantum mechanics (with � playing
the role of x). However the d = 1 field theory formalism
allows for particle creation and is the starting point for
generalisation to higher dimensions, as discussed in the
introduction.

The first term in U provides a potential-well around
� = 0 which in principle allows the system to begin as a
bound-state there. As mentioned this is one of the bene-
fits of annealers over discrete gate systems: in order first
to reach a ground state, a system has to dissipate. The
k-term will then be turned on adiabatically during the
anneal in order to allow tunnelling into the global mini-
mum that forms at � = v. For this study we shall mostly
take c = 1, so that the potential during the tunnelling
period will consist of equally sized potential wells. The
potential is plotted in Fig.1 for k = 1 and various values
of separation parameter v.

This function has several nice properties for our pur-
poses. One is that each individual well has the Pöschl-
Teller �sech2� form, which can be solved. Moreover
the potentials around each minimum decay exponentially.
This makes it possible to “turn on” the global true min-
imum by adjusting k without significantly altering the
profile of the potential around the false minimum (un-
like the more commonly considered case of quartic po-

Figure 1: The double-Pöschl-Teller potential well for different
k and v. The system is initialised around � = 0 and allowed
to decay to the true minimum at � ⇡ v.

tentials). Other useful features of this choice will be dis-
cussed below when they become relevant.

We will begin the system with k = 0, such that it
falls into a Pöschl-Teller ground state. Assuming that
the completion of the potential into a d = 1 field the-
ory ultimately corresponds to the Schrödinger equation,
the ground state (and its excited friends) in such a po-
tential can be determined using factorisation and ladder-
operator methods (see for example [30, 31]). In a theory
where

2m⌘20
~2 U = �(�+ 1) tanh2�, (3)

the bound states are given by Legendre polynomials of
the form Pµ

� (tanh �), and the ground state, P�
� (tanh �),

is given by

 0(�) = N0 sech�� , (4)

where the normalisation constant is

N
2
0 = ⇡� 1

2�(�+ 1/2)/�(�) .

This state, which is our idealised starting state, has en-
ergy

E0 =
~2�
2m⌘20

. (5)

We will not know a priori the value of

�
def
= ~2/2m⌘20

in the effective field theory induced on the annealer, and
estimating it will essentially constitute our calibration.
In order to do this we could for example multiply U by
a constant, ↵ say, and by trial-and-error find a value for
↵ that yielded a ground state wave function of the form
 0 = sech(�)/

p
⇡ corresponding to � = 1/2. According

to (3) that value of ↵ would be equal to �. However this is

2

demanding to do (in terms of annealer time), and it is not
always obvious which is the value of �. We will instead
determine an estimate for � in the effective field theory
by studying the ground state of the simple-harmonic-
oscillator (SHO) potential, and fitting the wave-function
to the ground state. Either way it is unavoidable that
one must also determine � as an empirical parameter.

Let us now consider the tunnelling into the global min-
imum once k is turned on. The expected decay rate can
be computed using instanton methods. In d = 1 dimen-
sional field theory this means writing the path integral
for the non-relativistic propagation of the physical field
⌘ = ⌘0� as a worldline integral:

h⌘i|⌘f i =

Z ⌘(T )=⌘f

⌘(0)=⌘i

D⌘ e�i~�1 R T
0 dt( 1

2m⌘̇2�(U�E0)), (6)

where the path is between points ⌘i inside and ⌘f outside
the barrier and T is the time. As usual the integral is
dominated by the stationary phase contribution, but in
order to evaluate it efficiently we deform t in the complex
t plane by making a Wick rotation t ! �it and use the
Euclidean steepest-descent contour instead:

h⌘i|⌘f iE =

Z ⌘(T )=⌘f

⌘(0)=⌘i

D⌘ e
�~�1 R

dt
⇣

m⌘̇2

2 +U�E0

⌘

. (7)

This describes the propagator from ⌘i to the endpoint,
but we are most interested in the exponentially decay-
ing part. The steepest descent contour that determines
it corresponds to the classical solution of the Euclidean
equation of motion ⌘cl with endpoints at ⌘+, ⌘e, where ⌘e
is the escape point, namely the point where U = E0, with
the quantum fluctuations providing pre-factors. That is

�SE = 0 =) m⌘̈ = U⌘, (8)

which gives the usual classical solution

⌘̇cl = ±

p
2(U � E0)/m, (9)

corresponding to energy conservation for a ball rolling in
the inverted potential between turning points at ⌘+ and
⌘e. Substituting then gives the classical action

SE,cl =

Z ⌘e

⌘+

d⌘
p
2m(U � E0) , (10)

and letting ⌘ = ⌘cl + �⌘ yields a quantum prefactor;

h⌘i|⌘f iE =

Z
D�⌘ e

�~�1 R
dt

✓
m(⌘̇cl+�⌘̇)2

2 +U(⌘cl+�⌘)�E0

◆

,

= Ae�~�1SE,cl , (11)

with the decay rate � = |h⌘i|⌘f iE |2 becoming

� ⇡ e�2~�1SE,cl . (12)

In principle these solutions should then be matched on
to oscillating solutions at the turning points, but these

oscillating parts do not change the decay rate. Thus re-
gardless of the time T , the exponential decay in the am-
plitude between points either side of the barrier will be
dominated by this saddle point approximation, as one
would expect. As mentioned the d = 1 field theory is
isomorphic to the Schrödinger equation (SE) at leading
order and indeed the same result can be obtained us-
ing the WKB method. However the d = 1 system ac-
tually includes all the paraphernalia of field theory, in-
cluding loop corrections, particle pair production and so
forth. In principle then it presents a useful laboratory for
testing both perturbative and nonperturbative aspects of
quantum field theory, and future generalisation of our
discussion to higher dimensions could be performed very
straighforwardly by including discretised space derivative
terms. Only the limited dimensions and connectivity of
the annealer prevent us doing this.

How can we test this decay rate in a quantum annealer
directly? The assumption we will make is that the trans-
verse field component of the annealer induces an effec-
tive �̇2 term into any field theory we encode on it, with
some unknown coefficient. Therefore our method will be
to construct on the annealer a potential U as given in
Eq.(1) and, by observing its decay rates, test to see if
the annealer has indeed turned it into a d = 1 QFT. The
object of interest is therefore the exponent in the decay
rate:

~�1SE =

Z ⌘e

⌘+

r
2m(U � E0)

~2 d⌘ (13)

⇡ �� 1
2

Z �e

�+

r
3

4
tanh2 �� sech2(�� v) d� ,

where we have set c = 1. Obviously this integral becomes
linear in v at large values, but a second advantage of the
Pöschl-Teller potential barrier is that it remains so to a
very good approximation, even for values of v of order
one, as shown in Fig.2:
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Thus we expect exponential decay with an exponent
falling linearly with v. Crucially this behaviour is quali-
tatively different from thermal tunneling which has little
dependence on the barrier width v. For that one would
instead expect to recover the Arrhenius equation, with
� ⇠ e�Ea/kT , where Ea is the activation energy 3.

3 This can be seen using the same techniques [7], but now the finite-
temperature field theory is genuinely Euclidean, with compact-
ified time having periodicity given by the temperature, namely
tE = 1/kT . The instanton has to satisfy the periodicity con-
dition, and the time coordinate is rescaled accordingly with
� = 1/kT . For high temperatures there is effectively no room
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oscillating parts do not change the decay rate. Thus re-
gardless of the time T , the exponential decay in the am-
plitude between points either side of the barrier will be
dominated by this saddle point approximation, as one
would expect. As mentioned the d = 1 field theory is
isomorphic to the Schrödinger equation (SE) at leading
order and indeed the same result can be obtained us-
ing the WKB method. However the d = 1 system ac-
tually includes all the paraphernalia of field theory, in-
cluding loop corrections, particle pair production and so
forth. In principle then it presents a useful laboratory for
testing both perturbative and nonperturbative aspects of
quantum field theory, and future generalisation of our
discussion to higher dimensions could be performed very
straighforwardly by including discretised space derivative
terms. Only the limited dimensions and connectivity of
the annealer prevent us doing this.

How can we test this decay rate in a quantum annealer
directly? The assumption we will make is that the trans-
verse field component of the annealer induces an effec-
tive �̇2 term into any field theory we encode on it, with
some unknown coefficient. Therefore our method will be
to construct on the annealer a potential U as given in
Eq.(1) and, by observing its decay rates, test to see if
the annealer has indeed turned it into a d = 1 QFT. The
object of interest is therefore the exponent in the decay
rate:
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where we have set c = 1. Obviously this integral becomes
linear in v at large values, but a second advantage of the
Pöschl-Teller potential barrier is that it remains so to a
very good approximation, even for values of v of order
one, as shown in Fig.2:
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Thus we expect exponential decay with an exponent
falling linearly with v. Crucially this behaviour is quali-
tatively different from thermal tunneling which has little
dependence on the barrier width v. For that one would
instead expect to recover the Arrhenius equation, with
� ⇠ e�Ea/kT , where Ea is the activation energy 3.

3 This can be seen using the same techniques [7], but now the finite-
temperature field theory is genuinely Euclidean, with compact-
ified time having periodicity given by the temperature, namely
tE = 1/kT . The instanton has to satisfy the periodicity con-
dition, and the time coordinate is rescaled accordingly with
� = 1/kT . For high temperatures there is effectively no room
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demanding to do (in terms of annealer time), and it is not
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determine an estimate for � in the effective field theory
by studying the ground state of the simple-harmonic-
oscillator (SHO) potential, and fitting the wave-function
to the ground state. Either way it is unavoidable that
one must also determine � as an empirical parameter.

Let us now consider the tunnelling into the global min-
imum once k is turned on. The expected decay rate can
be computed using instanton methods. In d = 1 dimen-
sional field theory this means writing the path integral
for the non-relativistic propagation of the physical field
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isomorphic to the Schrödinger equation (SE) at leading
order and indeed the same result can be obtained us-
ing the WKB method. However the d = 1 system ac-
tually includes all the paraphernalia of field theory, in-
cluding loop corrections, particle pair production and so
forth. In principle then it presents a useful laboratory for
testing both perturbative and nonperturbative aspects of
quantum field theory, and future generalisation of our
discussion to higher dimensions could be performed very
straighforwardly by including discretised space derivative
terms. Only the limited dimensions and connectivity of
the annealer prevent us doing this.

How can we test this decay rate in a quantum annealer
directly? The assumption we will make is that the trans-
verse field component of the annealer induces an effec-
tive �̇2 term into any field theory we encode on it, with
some unknown coefficient. Therefore our method will be
to construct on the annealer a potential U as given in
Eq.(1) and, by observing its decay rates, test to see if
the annealer has indeed turned it into a d = 1 QFT. The
object of interest is therefore the exponent in the decay
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where we have set c = 1. Obviously this integral becomes
linear in v at large values, but a second advantage of the
Pöschl-Teller potential barrier is that it remains so to a
very good approximation, even for values of v of order
one, as shown in Fig.2:
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Thus we expect exponential decay with an exponent
falling linearly with v. Crucially this behaviour is quali-
tatively different from thermal tunneling which has little
dependence on the barrier width v. For that one would
instead expect to recover the Arrhenius equation, with
� ⇠ e�Ea/kT , where Ea is the activation energy 3.

3 This can be seen using the same techniques [7], but now the finite-
temperature field theory is genuinely Euclidean, with compact-
ified time having periodicity given by the temperature, namely
tE = 1/kT . The instanton has to satisfy the periodicity con-
dition, and the time coordinate is rescaled accordingly with
� = 1/kT . For high temperatures there is effectively no room
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Figure 8: The transition probabilities for different v with sq =
0.7 after ttunnel = 100µs.

Figure 9: Best fit values for the tunnelling fraction P (v) =
ae�bv for varying vacuum expectation values v, with tun-
nelling time ttunnel = 100µs are a = 50.5 and b = 2.29.

energy Ea) increasing with v.
In order to probe this particular question, we will now

examine a potential that provides a cleaner separation
between quantum and thermal behaviour, as shown in
Figure 10. The potential is divided up more precisely
than before, in the manner described earlier, so that it is
of the form in (24) where we take C0 = 0.2 as our initial
h-gain parameter. In other words the terms in our new
potential can be written

U0 =
3

4
tanh2 �� C0 U1 ,

U1 = k0 tanh2 �� k sech2c(�� v) , (27)

with the potential at t = 0 being the single Pöschl-Teller
well, shown as the solid blue line. When C(t) ! 1, the
first term in U1 then raises the sides of the well by (1 �
C0)k0, while the second term introduces a new well at
� = v of width ⇠ 1/c and depth (1�C0)k. We will take
c = 3 and k0 = 1/2. We then consider k = k0 or k = 2.
For this study we will also choose sq = 0.65 which gives

Figure 10: Minimally disturbing the initial state in order to
test if the tunnelling exhibits quantum or thermal behaviour.
The initial potential is a single well, and additional terms
raise a barrier between it and a new well that is introduced
with either a minimum at either exactly the same height as
the original potential, or deeper than the original one.

more rapid tunnelling, allowing us choose values of v that
are in the flat region of the potential.

There are several reasons that this constitutes a clean
separation of quantum and thermal behaviour. First it
is notable from the study above that the bound state in
which the system begins has a rather high energy. As
such if we simply introduce a new minimum as we did
earlier then it is likely that some components of the wave-
function will be able to tunnel rapidly. The initial dip at v
that was present in our previous configuration would also
be able to capture states during the dissipation phase.
Neither of these two types of state could be very easily
distinguished from ones that had thermally tunnelled.

What do we expect the tunnelling behaviour to be
in the potential above? In the situation where k = k0

no new minimum is introduced that would be quantum
mechanically accessible to any component of the initial
bound state. Therefore in principle we should not find
any states in this minimum at all if the system is purely
quantum, although in practice this will depend on there
being no remaining continuous component in the spec-
trum at all. This is in contrast to the case where k = 2
shown as the dashed red line in Fig. 10, where the stan-
dard quantum tunnelling should take place. Moreover
according to (14) the observed tunnelling rate into this
minimum should again drop-off with increasing v, even if
we consider values of v in the region where barrier height
is constant.

Let us contrast this behaviour with what one would
expect for a thermally activated system. In this case
there would be little distinction between the k = 1/2
and k = 2 cases. Once thermal effects are large enough
to excite states over the barrier, roughly similar propor-
tions would be captured by the new minimum at � = v.
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of the form in (24) where we take C0 = 0.2 as our initial
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C0)k0, while the second term introduces a new well at
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Perform tunnelling for
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Figure 6: The probability density of the SHO with N = 200
and with sq = 0.7 after time t = 75µs and with  = 0.06.
The ground-states are measured with an interval �� = 13.
The probability density approximates the red line, which cor-
responds to � ⌘ ~2/2m⌘2

0 = 0.33.

so we can reasonably conclude that for this choice of pa-
rameters 75 µs is long enough for the required dissipation.
Note that the ⌘0 parameter cancels in the /� ratio. Sec-
ondly, this curve leads to an approximate estimation of
� = 0.33. Choosing different physical couplings appears
to yield similar values of �, so not only do the wave-
functions have the correct shape but they also have the
correct functional dependence on . By contrast the re-
sult for the inferred value of � does depend on the interval
we choose for �. This is because different intervals with
the same choice of N = 200 imply different ⇠, and not
surprisingly this affects the mass density m in the field
theory.

We stress that absolutely no dynamics was introduced
by hand into the annealer, and therefore this constitutes
a genuine measurement of the ground state wavefunction
of a quantum mechanical system.

It is also instructive to consider the fact that the an-
nealer returns a wave-function with different � depending
on the value of sq. When we choose sq we imbue the effec-
tive field theory with a kinetic �̇2 term that has a certain
value of ~2/2m we do not know. The ground state has
to adjust to have the matching value of �. Clearly as
we let sq ! 1 the value of ~2/2m in our effective theory
must go to zero because quantum effects turn off there.
Accordingly the ground state wave-function becomes in-
creasingly narrow until in the classical limit it approaches
a �-function, which in a reverse anneal is where it begins.
In other words the “classical” �-function position eigen-
state is simply the ground state wave function when there
is no transverse field component.

Figure 7: The probability distribution with v = 2.5, sq = 0.7
after ttunnel = 50, 100, 150mus, where N is the number of
events.

B. Tunnelling

We now adjust the h-gain schedule, so that for a pe-
riod, ttunnel, the second minimum appears and the sys-
tem is allowed to tunnel into it. One can perform the
same exercise as for the SHO ground state. The result
(now displayed as a probability distribution such that the
sum of the bin-counts is normalised to unity) is shown in
Fig.8, for the system when it is left for 50, 100, 150µs in
the presence of the second minimum, with k = 1 in the
potential of Eq,(1), where we take v = 2.5. The pres-
ence of tunnelling is clearly evident. Further evidence
in support of this being genuine quantum tunnelling can
be found by studying the decay rates as a function of v.
This is shown in Fig.8 for several values of v where the
expected exponential suppression of the decay rate with
increasing v is apparent. This exponential behaviour can
be fit to the approximation in (14), as in Fig.9. For
the measured value of � the theoretical expectation is
log� = 3.0 ⇥ (1.66 � v). The best fit value (given by
the red line in Fig.9) is log� = 2.29 ⇥ (1.71 � v). Per-
haps unsurprisingly, the overall parameter � remains one
of the most difficult aspects to determine precisely given
the limitations of the annealer for this study. Neverthe-
less the observed behaviour provides good support for the
presence of quantum tunnelling.

C. Quantum versus Thermal

It is important to definitively exclude the possibility
that what is being observed is thermal rather than quan-
tum tunnelling. More precisely we wish to establish that
the states are really tunnelling through the barrier rather
than being thermally excited over the top, noting for ex-
ample that an explanation for the drop-off with v ob-
served in the tunnelling rate above, could simply be due
to the height of the barrier (and hence the activation
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Also dynamics has characteristic behaviour. For example it still 
“tunnels” to the bottom of a potential even if there is no 
barrier: i.e. the wave function leaks across, rather than rolling 
as a lump —
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Numerically solving S.E. we find (this takes an hour!) 
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�2

�1

�2U(�1,�2)

Also dynamics has characteristic behaviour. For example it still 
transits to the bottom of a potential even if there is no barrier  
i.e. the wave function leaks across, rather than rolling as a lump


2D example potential
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Also dynamics has characteristic behaviour. For example it still 
transits to the bottom of a potential even if there is no barrier  
i.e. the wave function leaks across, rather than rolling as a lump


GGI Workshop               Florence      Michael Spannowsky         07.11.2023                   52



Optimisation comparison quantum vs classical

gradient descent Nelder-Mead Thermal Annealing Quantum Annealing

Multi-well potential

Applied to several examples in [Abel, Blance, MS ’21], let’s show one here:
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Results for Multi-well potential

Quantum 
annealer almost 

never gets 
stuck in wrong 

minimum

QA is depth 
savvy, i.e. works 

qualitatively 
different 

• Quantum algorithms finds global minimum 
of potential reliably and fast!

[Abel, Blance, MS ’21]

Clear advantage
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Completely Quantum Neural Networks

This	tunnelling	ability	can	be	used	to	opEmise	loss	funcEons	in	Neural	Nets	

The	problem	-	train	a	NN	to	find	the	weights	and	biases	on	quantum	annealer:		

NN	produces	outputs	Y	by	passing	inputs	x	through	layers	with	acRvaRon	funcRons	g	as	follows:

This	tunnelling	ability	can	be	used	to	opEmise	loss	funcEons	in	Neural	Nets	

The	problem	-	train	a	NN	to	find	the	weights	and	biases	on	quantum	annealer:		

NN	produces	outputs	Y	by	passing	inputs	x	through	layers	with	acRvaRon	funcRons	g	as	follows:

Structure of node i, in layer L

This	tunnelling	ability	can	be	used	to	opEmise	loss	funcEons	in	Neural	Nets	

The	problem	-	train	a	NN	to	find	the	weights	and	biases	on	quantum	annealer:		

NN	produces	outputs	Y	by	passing	inputs	x	through	layers	with	acRvaRon	funcRons	g	as	follows:

Network output in final layerTo	find	weights	and	biases	we	implement	the	loss	funcRon	for	the	NN	on	the	annealer:	

Binary	encode	the	acRvaRon	funcRons	

So	far	simple	NN’s	(single	hidden	layer)	
and	simple	acRvaRon	funcRons	(e.g.	
quadraRc).		

But	works	for	limitless	data!	

e.g.	can	implement	simple	NN’s	for	
classificaRon	problems	(y=0,1)	

Loss function

[Abel, Criado, MS ’22]
• Developed binary encoding of weights 

(discretised)

• Polynomial approximation of activation 
function

• Reduction of binary higher-order 
polynomials into quadratic ones (Ising model)
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background

signal

NN 
predicted 
decision 
boundary  examplett̄
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Completely Quantum Neural Networks

Reliable and very 
fast ground-state 

finder of loss 
function

Optimal network training

GGI Workshop               Florence      Michael Spannowsky         07.11.2023                   57



  
Application to differential equations and variational methods 

Build the full function, here a DE into the loss function, incl boundary conditions

identify trial solution with network output

Define your mathematical task as an optimisation problem

[Piscopo, MS, Waite ’19]
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QADE: Solving differential equations with a quantum annealer

Quantum algorithmClassical Neural Network
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Example Laguerre differential equation:
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[Criado, MS ’22]

[Araz, Criado, MS ’21][Piscopo, MS, Waite ’19] http://gitlab.com/jccriado/qade
https://gitlab.com/elvet/elvet
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QFitter
[Criado, Kogler, MS ’22]Example Higgs EFT fit:

• Fast and reliable state-of-the-art 
Higgs, ELW, … fits

• Convergence no problem for non-
convex                    functions
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FIG. 4. ��2 = �2 � �2
min as a function of cHW , displaying

a local minimum close to cHW = 0 and a global one near
cHW = �0.05.

parameter that decreases along the run, known as
the temperature. The algorithm explores the vicin-
ity of local minima while changing T depending on
the number of failures to find a better minimum in
the previous steps. This may allow the algorithm
to escape local minima in some cases. We chose the
initial value of T to be 106 with a minimum value
of 10�6, an adaptive speed of 1 and a step size of
0.01. The maximum number of steps is chosen to
be 105.

• Finally, we also consider the same algorithm as for
the quantum annealing approach, with the QUBO
formulation and a zooming process, replacing the
quantum annealing runs with simulated annealing.
In this case, the parameter points to be updated
by the algorithm are the sets of 0 or 1 values of the
binary variables. The random nearby point is ob-
tained by flipping a random variable. The number
of steps is usually measured here in terms of sweeps,
which correspond to as many updating steps as bi-
nary variables are present in the problem.

We refer to the methods not using the QUBO formula-
tion as standard-formulation methods. We show a com-
parison of the best-fit values of the coe�cients and �2

obtained from all the methods in Table I. The classical
methods are initialized to a point with cW = cg = c� = 0.
Inspecting the �2 values given in the Table I, one can

see that classical algorithms that start at the point ci = 0
typically get trapped in the local minimum nearby. This
problem is not present in the quantum annealing ap-
proach. The minimum with �2 = 135 obtained by Mi-
nuit for initial point cHW = �0.05 corresponds to the
one from the quantum annealer. The small di↵erences in
the minimum value of �2 and the best-fit parameters are
because we have neglected some quadratic contributions
in the formulation of the QUBO problem, which has no
consequences on the general shape of the �2 function,
with a global minimum around cHW = �0.05 and a local

one close to cHW = 0.
The QUBO-formulation simulated annealing results

depend strongly on the schedule for the temperature.
For large starting temperatures, there is no dependence
on the starting point. The results also vary consider-
ably for fixed annealing parameters from run to run. We
find the most consistent results with a schedule that ex-
ponentially increases the inverse-temperature parameter
� from 1 ⇥ 10�5 to 10 in 1 ⇥ 106 steps, performing one
sweep per step. The results fall into three classes: (A)
those on the “wrong” side of the barrier, with �2

' 4000;
(B) those on the correct side, with �2 < 1000; and (C)
those for which the zooming gets stuck at �2 > 107. We
perform 40 runs and find that 13% of the runs belong to
class A, 82% to class B, and 5% to class C. The results in
class (B) also present a considerable variation. We show
an arbitrary example in Table I.
In Table I, we also provide the total time spent per-

forming the optimization for each method. Again, we
run Minuit, the standard-formulation simulated anneal-
ing and the QUBO simulated annealing in an Apple M1
processor. Since quantum annealing is performed on a
dedicated device, the numbers cannot be compared di-
rectly. However, we note that quantum annealing re-
quires orders of magnitude less time to perform this task.

IV. CONCLUSIONS

We have presented QFitter, a quantum annealing-
based method for fitting EFT coe�cients to experimental
measurements. The �2 is encoded as a QUBO problem
which can be directly embedded in the currently-available
quantum annealers. The required number of qubits de-
pends on the number of coe�cients to be fitted, the non-
linear terms in their contributions to observables (which
require auxiliary qubits), and the precision to which they
are to be determined. The number of observables in-
cluded does not a↵ect this.
Since physical annealers only provide a limited amount

of qubits, the practical implementation of QFitter can
only be done for a limited number of coe�cients, pre-
cision and non-linearities. We have used a zooming al-
gorithm, in which the precision is increased iteratively
through several annealing runs, to overcome this limi-
tation partially. With this setup, we have found that
fitting problems involving at least eight coe�cients and
their quadratic dependencies can be embedded in current
quantum annealing devices.
Finally, we have tested the performance of QFitter

with three examples. The first two, the EWPO and the
Higgs fit, involve a convex �2 function. The quantum
approach gives comparable results to the classical ones
here. We have then modified the �2 for the Higgs fit to
make it non-convex. By comparing with several classical
algorithms, we have found that the quantum one is the
one that ends in the global minimum most consistently
with a considerable gain in processing time.
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II. METHOD

A. Quantum annealing

Quantum annealing is a method for finding the ground
state of a given Hamiltonian H1. The Hamiltonian of a
quantum annealing device takes the form

H = A(s)H0 +B(s)H1, (1)

where s is a free parameter that can be controlled exter-
nally; A(s) and B(s) are continuous functions such that
A(0) > 0 = B(0) and A(1) = 0 < B(1); and H0 is a
Hamiltonian whose ground state is known in advance.

The solution to the problem is obtained by preparing
the system in the ground state of H0 and changing s
continuously from s = 0 at an initial time ti to s = 1 at
a final time tf . The function s(t) described by the time
evolution of s is known as the schedule. The adiabatic
theorem ensures that, if the change in s is su�ciently
slow, the system is likely to end in the ground state of
the target Hamiltonian H1.

A concrete realization of this method is transverse-
field quantum annealing, which has been implemented
in real-world devices. In this realization, the system can
be viewed e↵ectively as a collection of qubits (that is,
quantum systems with two independent states), with the
Hamiltonians H0 and H1 given by

H0 =
X

i

�̂i

x
, H1 =

X

i

hi�̂
i

z
+
X

ij

Jij �̂
i

z
⌦ �̂i

z
. (2)

where hi and Jij are adjustable parameters, and �̂i

x,z

are the x, z Pauli matrices acting on the ith qubit. To
perform a computation using transverse-field quantum
annealing, one needs to encode its result as the ground
state of the Ising Hamiltonian H1.

The D-Wave devices provide a physical implementa-
tion of this setup, in which not all Jij couplings can
be set to a non-vanishing value. In the state-of-the-
art Advantage system architecture, there are more than
5000 available qubits, but each one is coupled only to 15
others. To find the ground state of Ising models with a
higher degree of connectivity, several qubits are chained
together with large coupling to act as a single qubit with
more connections. The mapping between the abstract
Ising model Hamiltonian to be minimized and the one
implemented in the physical device is known as an em-

bedding.

Once an embedding has been found, and the schedule
s(t) and hi, Jij parameters are set, the annealer is typ-
ically run several times to reduce the e↵ects of external
noise. Then, the final state with the least energy ob-
tained from the di↵erent runs is selected. The number of
runs is referred to in the context as the number of reads.

B. QUBO formulation

The eigenstates of the quantum Ising Hamiltonian H1

correspond to the states of its classical analogue, whose
Hamiltonian is

Hclassical =
X

i

hi�i +
X

ij

Jij�i�j , (3)

with the �i being classical variables taking the values
�i = ±1. Thus, the problem solved by the transverse-
field quantum annealers can be viewed equivalently as
finding the set of values for the �i such that Hclassical is
minimized:
This problem can be solved both using quantum an-

nealing and classical algorithms, such as simulated an-
nealing. Quantum annealing has been shown to be more
consistent in finding the ground state of some non-convex
functions [14]. In Section III, we will compare the perfor-
mance of quantum annealing to several classical methods
for EFT fits.
A useful reformulation of the classical Ising Hamilto-

nian minimization problem is obtained by making use of
the binary variables ⌧i = (�i + 1)/2, whose possible val-
ues are 0 or 1. In terms of them, the problem can be ex-
pressed as the minimization of a homogeneous quadratic
polynomial:

min
⌧i=0,1

⌧iQij⌧j . (4)

This is known as a Quadratic Unconstrained Binary Op-
timization (QUBO) problem. We will refer to the func-
tion L = ⌧iQij⌧j to be minimized in such a problem as
the loss function.

C. Log-likelihood as a QUBO

We now tackle the task of finding a QUBO formula-
tion for fits of EFT Wilson coe�cients to observables.
Let O(exp)

i
be the experimentally-measured values of the

observables under consideration, and O(th)
i

(c) the corre-
sponding theoretical predictions, as functions of the col-
lection of Wilson coe�cients c = (c1, . . . , cM ). We as-

sume a Gaussian likelihood L / e��
2
/2, with

�2 =
X

ij

VaC
�1
ab

Vb, Va = O(exp)
a

� O(th)
a

(c), (5)

where C�1 is the inverse covariance matrix. The
maximum-likelihood estimator for the coe�cients can be
obtained by minimizing �2.

In any EFT, the theoretical predictions O(th)
a (c) are

computed as a series in inverse powers of the cuto↵ scale
⇤, which is cut at a fixed power, depending on the tar-
get precision of the calculation. Each Wilson coe�cient

is associated with an inverse power of ⇤. The O(th)
a (c)
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Training NNs using Adiabatic QC [Abel, Criado, MS ’23]

• Applicable to digital quantum computers, i.e. quantum gate computers.  
Not limited to Ising model 

• Gradient-free optimisation -> particularly important for discrete/binary NN

O(1000) qubits for Ising model

O(10) qubits for AQC - prop. #weights

• # of gate operations in AQC scales polynomially with NN width and exp  with depth

H = (1 − t) p2

2m2 + t V(x)

mea
sur

e 

� ψ
(x)

�2

Loss = 1
N

N

∑
i

� ϕ(x, i) − κi �
2

This	tunnelling	ability	can	be	used	to	opEmise	loss	funcEons	in	Neural	Nets	

The	problem	-	train	a	NN	to	find	the	weights	and	biases	on	quantum	annealer:		

NN	produces	outputs	Y	by	passing	inputs	x	through	layers	with	acRvaRon	funcRons	g	as	follows:

NN output with 
trainable weights x

extract optimal 
weights x
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Summary

• For quantum advantage in real-world applications need development of 
technical realisation of quantum computers  
(size, fault tolerance, type of operations,…)

• HEP is inherently quantum mechanical, thus description in 
terms of quantum computing should be advantageous

• Quantum Computing is exciting research area that rapidly expands, 
supported through private and public sector. Many algorithms to be invented.

➡ Can exploit QM prop: entanglement, superposition principle and tunnelling

➡ Path to an application yielding quantum advantage
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➡ Suitable theory description needed for QC devices


