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H = HA ⊗HB
Two observers: each one measures only a subset of a

complete set of cummuting observables

Quantum system (H) in the ground state |Ψ�

Density matrix ρ = |Ψ��Ψ| =⇒ Trρn = 1

Entanglement entropy ≡ Von Neumann entropy of ρA

SA = −TrA(ρA log ρA)

It measures the amount of information shared by A and B

A’s reduced density matrix ρA = TrBρ

Entanglement entropy: definition     

SA = SB if ρ corresponds to a pure state =⇒ SA is not extensive



Geometric entropy: area law

AB B A
B A

B

Assume that A and B correspond to a spatial bipartition of the system

[Bombelli, Koul, Lee, Sorkin, PRD (1986)]
[Srednicki, PRL (1993)]SA ∝ Area(∂A)

ad−1

In d spatial dimensions

SA =
c

3
log

�

a
[Holzey, Larsen, Wilczek NPB (1994)]

In 1 + 1 dimensional CFT at T = 0



ρ({φx}|{φ�x�}) = Z−1

�
[dφ(y, τ)]

�

x�

δ(φ(y, 0)− φ�x�)
�

x

δ(φ(y, β)− φx) e−SE

τ = 0

τ = β
φx

φ�
x�

Density matrix ρ in a thermal state at temperature T = 1/β

Z = Tr e−βH . The trace sews together the edges at τ = 0 and τ = β
providing a cylinder with circumference of length β.

ρA = TrBρ

A = (u1, v1) ∪ · · · ∪ (uN , vN )

u1 uN vNv1 . . . . . .

β

The trace TrB sews together
only the points /∈ A.
Open cuts are left along the

disjoint intervals (uj , vj).

[Calabrese, Cardy, JSTAT (2004)]
[Holzhey, Larsen, Wilczek, NPB (1994)]SA = − lim

n→1

∂

∂n
Tr ρn

A

Replica trick

Sn =
1

1− n
log TrρnARenyi entropies



ZRn,N =
�

Cuj,vj

[dϕ1 · · · dϕn]C exp
�
−

�

C
dzdz̄ (L[ϕ1](z, z̄) + . . . + L[ϕn](z, z̄))

�

ϕi(x, 0+) = ϕi+1(x, 0−)Cuj ,vj :

x ∈
N�

j=1

[uj , vj ] i = 1, . . . , n

Replica trick

SA = −TrρA log ρA = − lim
n→1

∂

∂n
Trρn

A

Trρn
A (for integer n) is the partition function on n of the above

cylinders attached to form an n−sheeted Riemann surface

=“ρij
Aρjk

A ρkl
A ρli

A”

Trρn
A has a unique analytic continuation to Re n > 1 and that its

first derivative at n = 1 gives the required entropy:

SA = − lim
n→1

∂

∂n

Zn(A)

Zn

Pasquale Calabrese Entanglement entropy and QFT

”ρij
A ρjk

A ρkl
A ρli

A ” =

n copies of the cylinder above
sewed together cyclically along the cuts

Tr ρn
A as a partition function

on the n sheeted Riemann surface Rn,N

SA = − lim
n→1

∂

∂n

Zn(A)
Zn

Replica trick and Riemann surfaces     
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Fig. 1 (Color online)
A representation of the Riemann
surface M3,a1,a2

2 Partition Functions on Multi-Sheeted Spaces and Entanglement Entropy

2.1 Partition Functions in QFT on Multi-Sheeted Spaces

The partition function of a model of two-dimensional QFT with local lagrangian density
L[ϕ](x, y) on a (euclidean-signature) Riemann surface R is formally obtained by the path
integral

Z[L,R] =
∫

[dϕ]R exp
[
−

∫

R
dxdyL[ϕ](x, y)

]
, (2.1)

where [dϕ]R is an infinite measure on the set of configurations of some field ϕ living on the
Riemann surface R and on which the lagrangian density depends in a local way. Consider
Riemann surfaces with curvature zero everywhere except at a finite number of points. Since
the lagrangian density does not depend explicitly on the Riemann surface as a consequence
of its locality, it is expected that this partition function can be expressed as an object cal-
culated from a model on R2, where the structure of the Riemann surface is implemented
through appropriate boundary conditions around the points with non-zero curvature. Con-
sider for instance the simple Riemann surface Mn,a1,a2 composed of n sheets sequencially
joined to each other on the segment x ∈ [a1, a2], y = 0 (see Fig. 1 representing the case
n = 3). We would expect that the associated partition function involves certain “fields”1 at
(x, y) = (a1,0) and (x, y) = (a2,0).

The expression (2.1) for the partition function essentially defines these fields (that is,
it gives their correlation functions, up to a normalisation independent of their positions).
But in the model on R2, this definition makes them non-local. Locality of a field (used
here in its most fundamental sense) means that as an observable in the quantum theory, it
is quantum mechanically independent of the energy density at space-like distances. In the
associated euclidean field theory, this means that correlation functions involving this field
and the energy density are, as functions of the position of the energy density, defined on
R2 (and smooth except at the positions of the fields). The energy density is simply obtained
from the lagrangian density, hence it is clear that fields defined by (2.1) in the model on

1Here, the term “field” is taken in its most general QFT sense: it is an object of which correlation functions—
multi-linear maps—can be evaluated, and which depends on a position in space—parameters x, y that trans-
form like coordinates under translation symmetries.

R3,1

[Cardy, Castro-Alvaredo, Doyon, JSP (2007)]



σ : i �→ i + 1 modn

σ−1 : i + 1 �→ i modn

�
dxdyL[σϕ](x, y) =

�
dxdyL[ϕ](x, y)

ZRn,N = �Tn(u1, 0)T̃n(v1, 0) · · · Tn(uN , 0)T̃n(vN , 0)�L(n),C

Global symmetry

Tn ≡ Tσ

T̃n ≡ Tσ−1
The twist fields implement this global symmetry

Tn =
n−1�

k=0

Tn,k T̃n =
n−1�

k=0

T̃n,k

ZRn,N =
n−1�

k=0

�Tn,k(u1, 0)T̃n,k(v1, 0) · · · Tn,k(uN , 0)T̃n,k(vN , 0)�L(n),C

Twist fields     



ϕ̃k ≡
n�

j = 1

e2πi k
n jϕj k = 0, 1, . . . , n− 1

θk ≡ e2πi k
nϕ̃k(e2πiz, e−2πiz̄) = e2πi k

n ϕ̃k(z, z̄) = θkϕ̃k(z, z̄)
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Linear combinations of basic fields
which diagonalize the twist

ϕj(e2πiz, e−2πiz̄) = ϕj−1(z, z̄)

Boundary conditions:

[Dixon, Friedan, Martinec, Shenker, NPB (1987)] [Zamolodchikov, NPB (1987)]

Branch-point twist field Tn,k in the origin

Boundary conditions and twist fields   



�Tk,n(u)T̃k,n(v)� ∝ 1
|u− v|4∆k/n

ZRn,1 =
n−1�

k=0

Zk,n =
n−1�

k=0

�Tk,n(u)T̃k,n(v)� =
cn

|u − v|
1
3 (n− 1

n )

[Dixon, Friedan, Martinec, Shenker, NPB (1987)]

Two-point function of twist fields for a free complex boson ϕ

∆ k
n

= ∆̄ k
n

=
1
2

k

n

�
1− k

n

�

c = 1

SA = − ∂nTrρn
A

��
n=1

=
1
3

log
�

a
+ c�

1

[Holzhey, Larsen, Wilczek, NPB (1994)]

Entanglement entropy of a single interval for the free real boson

Entanglement of a single interval     

Partition function on Rn,1
[Calabrese, Cardy, JSTAT (2004)]

[Ryu, Takayanagi JHEP (2006)]



x =
(u1 − v1)(u2 − v2)
(u1 − u2)(v1 − v2)

Trρn
A ≡ ZRn,2 = c2

n

�
|u1 − u2||v1 − v2|

|u1 − v1||u2 − v2||u1 − v2||u2 − v1|

� c
6 (n−1/n)

Fn(x)

=⇒ Rn,2
Entanglement entropy of two disjoint intervals in CFT 5

Figure 1. A representation of the Riemann surface R3,2.

integral, this has the effect of sewing together the edges along τ = 0 and τ = β to
form a cylinder of circumference β. Now let A be a subsystem consisting of the points
x in the disjoint intervals (u1, v1), . . . , (uN , vN ). An expression for the the reduced
density matrix ρA is obtained from (12) by sewing together only those points x which
are not in A. This has the effect of leaving open cuts, one for each interval (uj , vj),
along the line τ = 0.

We may then compute Tr ρn
A, for any positive integer n, by making n copies of the

above, labelled by an integer j with 1 ≤ j ≤ n, and sewing them together cyclically
along the the cuts so that φj(x, τ = β−) = φj+1(x, τ = 0+) and φn(x, τ = β−) =
φ1(x, τ = 0+) for all x ∈ A. This defines an n-sheeted Riemann surface depicted for
n = 3 and in the case when A is formed by two disjoint intervals in Fig. 1. The
partition function on this surface will be denoted by Zn(A) and so

Tr ρn
A =

Zn(A)

Zn
. (13)

When the right hand side of the above equation has a unique analytic continuation to
Re n > 1, its first derivative at n = 1 gives the required entropy

SA = − lim
n→1

∂

∂n
Tr ρn

A = − lim
n→1

∂

∂n

Zn(A)

Zn
. (14)

Notice that even before taking the replica limit, these partition functions give the
Rényi entropies

S(n)
A =

1

1 − n
log Tr ρn

A . (15)

Since the lagrangian density does not depend explicitly on the Riemann surface
Rn,N as a consequence of its locality, it is expected that the partition function can
be expressed as an object calculated from a model on the complex plane C, where
the structure of the Riemann surface is implemented through appropriate boundary
conditions around the points with non-zero curvature. Consider for instance the simple
Riemann surface Rn,1 needed for the calculation of the entanglement entropy of a
single interval [u1, v1], made of n sheets sequentially joined to each other on the
segment x ∈ [u1, v1], τ = 0. We expect that the associated partition function in a
theory defined on the complex plane z = x + iτ can be written in terms of certain
“fields” at z = v1 and z = u1.

The partition function (here L[ϕ](z, z̄) is the local lagrangian density)

ZRn,N =

∫
[dϕ]Rn,N exp

[

−
∫

Rn,N

dzdz̄ L[ϕ](z, z̄)

]

, (16)

e.g.: R3,2

� �� �
ZW
Rn,2

Four-point function of twist fields for a free, real, compactified boson ϕ

A = A1 ∪A2 = [u1, v1] ∪ [u2, v2]

Entanglement of two disjoint intervals    
[Calabrese, Cardy and E.T.; JSTAT (2009)]



Compactification condition
mj ∈ Z + iZϕj(e2πiz, e−2πiz̄) = ϕj−1(z, z̄) + R(mj,1 + imj,2)

θk ≡ e2πi k
nϕ̃k(e2πiz, e−2πiz̄) = θkϕ̃k(z, z̄) + R

n�

j = 1

θj
kmj ξ ∈ RΛ k

n

[Dixon, Friedan, Martinec, Shenker, NPB (1987)]

Partition function on Rn,2 from the four-point function of twist fields

Fn(x) =
�

m∈Z2n

n−1�

k = 0

const

βk/n

�
Fk/n(x)

�2 exp

�
−

2gπ sin
�
π k

n

�

n

�
|ξ1|2βk/n +

|ξ2|2

βk/n

��

βy ≡
Fy(1− x)

Fy(x)
Fy(x) ≡ 2F1(y, 1− y; 1; x)

ZRn,2 =
�

m∈Z2n

n−1�

k=0

Zqu
k,nZcl

k,n

Zcl does not contribute in the decompactification limit

Computation    



Regularize the sum (non trivial step!)

r, s = 1, . . . , n− 1

Γrs ≡
2i

n

n−1�

k = 1

sin
�

π
k

n

�
βk/n cos

�
2π

k

n
(r − s)

�
�Γrs ≡

2i

n

n−1�

k = 1

sin
�

π
k

n

�
1

βk/n
cos

�
2π

k

n
(r − s)

�

Final result

z ∈ CGΘ(z|Γ) ≡
�

m∈ZG

exp
�
iπ mt · Γ · m + 2πimt · z

�

Riemann-Siegel theta function Γ is a G×G symmetric matrix
with positive imaginary part

Fn(x) = const
[Θ

�
0|ηΓ

�
Θ

�
0|η�Γ

�
]2

�n−1
k = 1 Fk/n(x)Fk/n(1− x)

η ≡ gR2

Main result (I)  

βy ≡
Fy(1− x)

Fy(x)
Fy(x) ≡ 2F1(y, 1− y; 1; x)



Fix the constant s.t. Fn(0) = 1

Final result
Riemann-Siegel theta function manipulations

Fn(x) is invariant under η ↔ 1/η

Fn(x) =

�
Θ

�
0|ηΓ

�
Θ

�
0|Γ/η

�

Θ
�
0|Γ

�2

�2

nasty
n dependence

Main result (II)  

complex
boson

Fn(x) is invariant under x↔ 1− x (SA = SB)

r, s = 1, . . . , n− 1

Γrs ≡
2i

n

n−1�

k = 1

sin
�

π
k

n

�
βk/n cos

�
2π

k

n
(r − s)

�
�Γrs ≡

2i

n

n−1�

k = 1

sin
�

π
k

n

�
1

βk/n
cos

�
2π

k

n
(r − s)

�

η ≡ gR2 Fn(x) = const
[Θ

�
0|ηΓ

�
Θ

�
0|η�Γ

�
]2

�n−1
k = 1 Fk/n(x)Fk/n(1− x)

βy ≡ 2F1(y, 1− y; 1; 1− x)

2F1(y, 1− y; 1;x)



Higher genus Riemann surfaces  

6 L. Alvarez Gaume, G. Moore, and C. Vafa

equal to zero, and it implies that the cosmological constant vanishes, at one loop
order.

This concludes our discussion of fermions on a torus. We will see that many of
these concepts are easily generalized to higher loops.

3. Mathematical Background

In this section we summarize some aspects of the theory of Riemann surfaces which
are useful in the computation of higher loop string amplitudes. Since we only
consider closed strings we will be concerned with compact Riemann surfaces. We
will consider the topology, differential geometry, line bundles, and theta functions
associated with a surface.

a) The Mapping Class Group
Topologically, orientable two dimensional surfaces ! are completely classified by
the Euler, number "(!) = 2 — 2g, where g, the genus of !, is the number of handles
(see Fig. 1). We describe first the homology of !.

When ! is compact the homology groups are free groups with dimensions

dimH0(!) =  1, dimH^!) =  2g, dimH2(!) = 1.

We can identify a canonical homology basis ab bu 1 ̂  j^ g for H^!) as in Fig. 1.
Then any closed curve on ! generates a homology class which can be uniquely
decomposed in terms of the classes generated by au fef. The reason for calling ab bt a
canonical basis is the following. If we define the intersection number J(y, / )
between two curves # and / , as the number of points at which they intersect
counting orientation, then, since the number J(y,y') only depends on the
homology classes generated by y and y\  J defines a quadratic form on H^!). In
terms of the ai9 bt cycles, J takes the canonical form

J(ai9aj) = J(bt9bj) = O9 J(ai9bj)=  J(bi9aj) = $ij9 (3.1)

or, as a matrix,

Once we have chosen a canonical homology basis, we can represent ! by a
4# sided polygon with appropriate identifications on the boundary. To do this,
choose a point on !1, and cut the surface along 2g curves homologous to the
canonical basis (this is depicted in Fig. 2 for the case of g = 2). If in Fig. 2 we glue
together the sides aµl% and btb^ % we get back the original surface. Thus each
handle is represented by the symbol "^"f1^"1.

We will often use the basis dual to the canonical homology basis. In terms of
differential forms, we may use the Hodge De Rham theory to set up a one to one

Fig. 1
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where dk =
�

j �=j� d
2
k;jj� and the neglected terms are the contributions of descendant

fields. Presumably the full identity of the above two expressions involves a complicated

connection between these neglected terms and the higher order terms of the expansion

of q(x) in powers of x.

It is interesting to consider computing Z
cylinder
n for general n as a similar expansion

in powers of q. This can done by considering the infinitesimal generator Ĥ of

translations along each cylinder. As is well known [32], the eigenstates |k� of Ĥ

are in 1-1 correspondence with the scaling fields of the CFT, with corresponding

eigenvalue (2π/W )(∆k + ∆k) − (πc/6W ). The last term drops out if we normalize

so that Fcyl
n (q = 0) = 1. Now divide the Hilbert space into two subspaces HL and

HR corresponding to the L and R halves of the cylinder. Then each state admits a

Figure A2. The equivalent of the n-sheeted Riemann surface (with n = 4) for
the cylinder geometry. Oj represents the operator “propagating” in the cylinder
j.
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Figure A1. The cut plane represented on the left can be mapped through a
conformal transformation to a cylinder of length L and circumference W (right)
and so modular parameter q = e−2πL/W . The upper and lower edges of the cuts
are mapped into semicircular arcs (S1L, S1R) and (S2L, S2R) at each end of the
open cylinder.

end of the open cylinder. This is illustrated in Fig. A1. We do this for each plane,

labelled by j ∈ [1, n]. These are then connected cyclically by their edges so that S(j)
1R

is connected to S(j+1)
1L and S(j)

2R is connected to S(j+1)
2L . The case n = 4 is shown in

Fig. A2.

Note, however, that this in general introduces new conical singularities at the

points where the semicircles meet. The total angle subtended by a curve which

encloses a singularity is now πn, rather than 2πn as in the original geometry. This

changes the value of the trace anomaly at each singularity from (c/12)
�
n− (1/n)

�
to

(c/12)
�
(n/2)− (2/n)

�
. The partition function in the coupled cylinder geometry thus

has the form

Zcylinder
n ∝ W−(c/3)

�
(n/2)−(2/n)

�
Fcyl

(q) . (A.1)

However, the non-trivial dependence on q should be conformally invariant, that is

Fcyl
n

�
q(x)

�
= Fn(x) , (A.2)

where Fn(x) is the same function as in (3). We assume they are both normalized so

that Fcyl
n (0) = Fn(0) = 1.

Note in particular that for n = 2 there is no trace anomaly. This because in this

case, one of the cylinders can be reflected L ↔ R so that S(1)
1L is now sewn onto S(2)

1L

and S(1)
2L is sewn onto S(2)

2L . For n = 2 we can also reflect the second cylinder in the

plane of one of its ends. This gives a cylinder of length 2L with its opposite ends

identified, that is a torus, with modular parameter e−4πL/W
= q2. As is well-known

[32] the torus partition function encodes all the scaling dimensions of the theory, that

is

Fcyl
2 (q) = 1 +

�

k �=0

(q2)∆k+∆k . (A.3)

This is consistent with our result above that, for n = 2, only terms involving the

2-point functions of primary operators can arise in the small � expansion of F2, which

has the form

F2 ∝
�

primaries

dk(�1�2/r
2
)
2(∆k+∆k) + · · · , (A.4)
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1L is now sewn onto S(2)
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2L . For n = 2 we can also reflect the second cylinder in the

plane of one of its ends. This gives a cylinder of length 2L with its opposite ends

identified, that is a torus, with modular parameter e−4πL/W
= q2. As is well-known

[32] the torus partition function encodes all the scaling dimensions of the theory, that

is

Fcyl
2 (q) = 1 +

�

k �=0

(q2)∆k+∆k . (A.3)

This is consistent with our result above that, for n = 2, only terms involving the

2-point functions of primary operators can arise in the small � expansion of F2, which

has the form
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Figure 2. Mutual information I(1)
A1:A2

for the XXZ model. All numerical data are

extracted from Ref. [9]. Left: I(1)
A1:A2

for x = 1/2 (top curve) and x = 1/4 (bottom

curve) as function of η. The continuous curve is the decompactification result Eq.

(82). Right: I(1)
A1:A2

at fixed η as function of x. The top curve corresponds to

η = 0.295 small enough to agree for all considered x with Eq. (82). The other
curves correspond to higher values of η, when the small η approximation looses
validity.

Such integral is easily evaluated numerically for any x. For x = 1/2 it is possible
to get an analytic result with a different method (see Appendix D) that agrees with
the value calculated numerically. To cross check our results in the appendix we also
provide the analytic continuation as perturbation series in x. Despite the asymptotic
character of the perturbative expansion, it provides a very good approximation for all
x ≤ 1/2.

5.1. The entanglement entropy in the decompactification regime

From Eq. (66) and using the result above for the analytic continuation, we have that
the entanglement entropy for a real boson in the decompactification regime is

SA(η " 1) − SW
A $

1

2
ln η −

D′
1(x) + D′

1(1 − x)

2
, (80)

where SW
A is the result in Ref. [7]. The same result obviously holds for η % 1 with

the replacement η → η−1.
This should be compared with the numerical results for the XXZ model by

Furukawa et al. [9], where the entanglement of the XXZ chain for generic values of
the anisotropy ∆ and magnetic field (always in the gapless phase) has been calculated
by direct diagonalization for systems up to 30 spins. In the absence of the magnetic
field, η is related to the anisotropy by η = 1 − (arccos ∆)/π, while for non-zero hz a
closed formula for η does not exist and must be calculated numerically as explained
in [9]. The main results have been written in terms of the Rényi mutual informations

I(n)
A1:A2

= S(n)
A1

+ S(n)
A2

− S(n)
A1∪A2

= −
n + 1

6n
c log(1 − x) +

1

n − 1
logFn(x) , (81)

where A1 and A2 are the two intervals composing A = A1 ∪ A2. For n = 1 the
data (reported also in Fig. 2), when plotted in terms of x collapse on a single curve,

η = 0.295

η = 0.369

η = 0.436

η = 0.5
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arccos ∆∆ ∈ (−1, 1]
h = 0 }

[Furukawa, Pasquier, Shiraishi, PRL (2009)](up to L = 30)
Exact diagonalization of the XXZ spin chain in a magnetic field
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Comparison with the numerical data     



Ising model: 2 sheets

F2(x) =
1√
2

��
(1 +

√
x)(1 +

√
1− x)

2

�1/2
+ x1/4 + [x(1− x)]1/4 + (1− x)1/4

�

on which it can be mapped by a conformal transformation.
The torus partition function for the Ising model is
2Ztorus

2 = !"!=2
4 #"!!#$ /$!#$#$2,1 where $!#$ is the Dedekin

function, "!!#$ are the Jacobi elliptic functions, and # is the
modular parameter. In our case, # is given by the solution of
x= %"2!#$ /"3!#$&4.21 For this value of #, major simplifications
occur %as for $=1 /2 in the LL !Ref. 13$& and the final result
can be written in terms of only algebraic functions:

F2!x$ =
1
'2
() !1 + 'x$!1 + '1 − x$

2
*1/2

+ x1/4 + %!1 − x$x&1/4 + !1 − x$1/4+1/2

. !6$

This curve is reported in Fig. 1 and agrees with incredible
precision with the extrapolated data. For x%1 we have
F2!x$=1+x1/4 /2+¯. In the inset of Fig. 2, we report the
universal correction to the scaling function f2!x$ obtained as
%F2

lat!x ,!$−F2
CFT!x$&!1/2 for different ! that collapse !without

any adjustable parameter$ on a single curve. In the inset we
show f2!x$,x1/4.

To check the universality, we study the classical critical
2D Ising model, using the algorithm of Caraglio-Gliozzi to
obtain the two-point function of twist-fields.12 We use an
asymmetrical geometry with the temporal direction LT equal
to ten times the spatial one L !between 24 and 324$. The
results for F2!x$ are reported in Fig. 3 showing the same
qualitative features as Fig. 1. The extrapolations to !→&
present large error bars but in agreement with CFT. This also
implies that a rescaling of all !large enough$ length scales
should give the same numbers in the two models %as in 2D
!Ref. 24$&. The rescaling factor a can be calculated from the
single block entanglement obtaining L2D=aL1D, with
a-0.71. In the inset of Fig. 3, the Monte Carlo data
for the L=8 classical systems are compared with the
L=6!,8'0.71$ quantum chain showing a good agreement.

In Fig. 4 we report the TTN scaling function for FVN!x$.
Unfortunately the CFT value is unknown because we are not
yet able to make the analytic continuation !as for the LL$.
One important feature is evident from the plot: the correc-
tions to the scaling are negligible and all data collapse in a
single symmetric scaling curve. In the inset of the figure we
report the data in log-log scale to emphasize the power-law
behavior for small x. In the LL, Fn!x$ for small x displays a
power law with an n-independent exponent.14 This reasoning
generalizes to the Ising model23 and from the result for F2!x$
we read that the exponent is 1/4, as confirmed by the plot.
We also found that the prefactor is (. Moreover, for various
n, we computed the function Fn!x$ for the nth moment of )A
also showing large finite ! corrections. The analysis of these
data will be reported elsewhere.23

Finally, we consider the full spectrum of )A. If the mo-
ments of )A behave like Tr )A

n -Leff
−c/6!n−1/n$ with a prefactor

FIG. 3. !Color online$ Monte Carlo determination of the scaling
function F2!x$. The full line is the CFT prediction %Eq. !6$&. Inset:
comparison between Monte Carlo data for the 2D classical Ising
model and the exact diagonalization of the quantum chain.

FIG. 4. !Color online$ TTN data for the scaling function FVN!x$.
Corrections to the scaling are negligible and all data collapse. Inset:
same data in log-log scale showing the power-law behavior for
small x with the predicted exponent 1/4 and the prefactor (.

FIG. 5. !Color online$ TTN spectrum of the reduced density
matrix. In the scaling variable of the horizontal axis all data col-
lapse on the CFT prediction %Eq. !7$&.
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Entanglement of two disjoint blocks in XY chains

Figure 1. Typical bipartition that we consider in this paper. The subset A is
the union of two disjoint intervals A1 and A2 of lengths !1 and !2 respectively.
The block separating them is denoted as B1, of length r. The ‘environment’ is
B = B1 ∪ B2. The thermodynamic limit is obtained by sending the total length
L → ∞, while !1, !2, r remain finite (i.e. the length of B2 goes to ∞).

where c is the central charge of the underlying CFT. Thus the Rényi entropies (and in
particular the von Neumann one for α = 1) provide one of the best ways of detecting the
value of the central charge.

Less attention has been devoted, until now, to the entanglement of two disjoint
intervals in a CFT (and also in massive theories). It turned out that entanglement of
disjoint intervals is sensitive to universal details of the CFT that are not encoded in
the central charge and it is connected with the full spectrum of operators of the CFT
underlying the lattice model.

We consider here the case of two disjoint intervals A = A1 ∪ A2 = [u1, v1] ∪ [u2, v2]
depicted in figure 1. By global conformal invariance, in the thermodynamic limit, Tr ρα

A

can be always written as

Tr ρα
A = c2

α

(
|u1 − u2||v1 − v2|

|u1 − v1||u2 − v2||u1 − v2||u2 − v1|

)(c/6)(α−1/α)

Fα(x), (3)

where x is the four-point ratio (for real uj and vj , x is real)

x =
(u1 − v1)(u2 − v2)

(u1 − u2)(v1 − v2)
. (4)

Normalizing such that Fα(0) = 1, we have that cα is the same non-universal constant
as appears in equation (2). The universal function Fα(x) depends explicitly on the full
operator content of the theory and must be calculated case by case. Originally it was
proposed that Fα(x) = 1 identically [5]. This erroneous prediction has been tested in free
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Ising model     
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�
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�
2π
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(r − s)

�
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Fy(1− x)
Fy(x) Fy(x) ≡ 2F1(y, 1− y; 1; x)

r, s = 1, . . . , n− 1

[Calabrese, Cardy and E.T.; JSTAT (2011)]

Bosonization on higher genus Riemann surfaces

Fn(x) is invariant under x↔ 1− x (SA = SB)
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Figure 5. Scaling function F lat
α (x) for α = 2, 3, 4 (from top to bottom) for the

Ising model in the thermodynamic limit and for various ". Corrections to the
scaling are monotonic. The top curve in each plot is the extrapolation to " → ∞.
The convergence to the universal CFT prediction Fα(x) is slower than in the XX
case, because the leading exponent of corrections to the scaling is 1/α.
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Ising model in the thermodynamic limit and for various ". Corrections to the
scaling are monotonic. The top curve in each plot is the extrapolation to " → ∞.
The convergence to the universal CFT prediction Fα(x) is slower than in the XX
case, because the leading exponent of corrections to the scaling is 1/α.
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Ising model: 3,4, ... sheets

Figure 1: F2,3(x): The extrapolated numerical data of Ref. [6] are compared with our pre-

diction. Only x ≤ 0.5 are reported because of the symmetry x→ 1− x.

1 The small x expansion

In order to study the behavior of Fn(x) for x → 0 we find it convenient to isolate the

contribution of the terms with ε = 0 in Fn. Indeed, from the analysis of CCT they give

1 + O(x) for any δ (we recall that the leading term 1 comes from the null vector in Zn−1)
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By using the results of section 4.5 of CCT we find for ε �= 0
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2
fk/n (m + ε)t · Ck/n · (m + ε) (11)

We remark that when ε �= 0 the role of the null vector of Zn−1 is non trivial. If we find

that γ ≡ αm+ε < 1 for some ε and m, then the leading order is O(xγ). We observe that the
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Short intervals expansion

Zn({Ip})
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C{kj} ⊗j |φkj �j

TrρnA when the lengths �p of the intervals are small

w.r.t. to other characteristc lengths of the system
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=⇒ find them considering the simplest case

of a single interval I = (−�/2, �/2) on the infinite line
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Short intervals expansion: two intervals case

Tr ρnA =
�

{k1j }

�

{k2j }

C{k1j }(�1)C{k2j }(�2)
n�

j=1

�φk1j
(r)φk2j

(0)�C

= c2n(�1�2)
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φkj
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e2πij/n
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�2C

A = [u1, v1] ∪ [u2, v2] and r is the distance between the centers

MAIN MESSAGE:

The short length expansion of TrρnA for two intervals
provides a series of powers whose terms encode all the data of the CFT
(conformal dimensions and OPE coefficients)

sk(n) =
�

0≤j1<j2≤n−1

e4πi(j1+j2)sk/n

| sin(π(j2 − j1)/n)|4xk

xk = ∆k + ∆̄k

sk = ∆k − ∆̄k

and the leading contribution comes from the two point function
This becomes an expansion in the cross ratio x



Ising model: 3,4, ... sheetsTwo intervals: small x expansions, first order

α = min[η, 1/η]compactified boson

Ising α = 1/4
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The first order comes from the two point function
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√
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Analytic continuation of the first order



Two intervals: small x expansions, second order

Q0 =
sin(πj42/n) sin(πj31/n)
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Agreement with the short length expansion discussed for N intervals

The second order in x comes from the four point function
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Figure 4: (a) AdS3 space and CFT2 living on its boundary and (b) a geodesics γA as a holographic
screen.

The infinitesimal ε is the UV cutoff and leads to the cutoff zUV as zUV = lε
2 . Since eρ ∼ xi/z

near the boundary, we find z ∼ a. The length of γA can be found as

Length(γA) = 2R

∫ π/2

ε

ds

sin s
= −2R log(ε/2) = 2R log

l

a
. (6.10)

Finally the entropy can be obtained as follows

SA =
Length(γA)

4G(3)
N

=
c

3
log

l

a
. (6.11)

This again agrees with the well-known result (3.13) as expected.

6.4 Entropy on multiple disjoint intervals

Next we proceed to more complicated examples. Assume that the system A consists of

multiple disjoint intervals. The entanglement entropy can be computed as in (3.20). In the

dual AdS3 description, the region A corresponds to θ ∈ ∪N
i=1[

2πri
L , 2πsi

L ] at the boundary. In

this case it is not straightforward to speculate the holographic screen (or minimal surface)

γA . However, the result in the 1 + 1 dimensional conformal field theory (3.20) can be

rewritten into the following simple form

SA =
1

4G(3)
N





∑

i,j

Length(rj , si) −
∑

i<j

Length(rj , ri) −
∑

i<j

Length(sj, si)



 , (6.12)

where Length(A,B) denotes the length of the geodesic line between two boundary points

A and B. This shows how we choose γA. It is a linear combination of geodesic lines.

Their coefficients are either 1 or −1. Thus some of the coefficients turn out to be negative
18. One may also think that the surface which is just the union of the N geodesic line

18One may think the presence of minus signs is confusing from the viewpoint of holographic screen.

Instead we would like to regard this as a singular (or just complicated) behavior which is typical only in

the lowest dimension. In higher dimensional cases, we do not seem to have such a problem when ∂A is

compact. Notice also that the total sum (6.12) is always positive. If we replace the surface γA with D-branes

or fundamental strings (remember the similarity to Wilson loops) , the minus sign is analogous to ghost

branes introduced recently in [60].
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AdSd+2/CFTd+1 correspondence

Find the minimal area
surface γA s.t. ∂γA = ∂A

d = 1 formula SA = (c/3) log(l/a)

are recovered.

and the area law

SA ∝
Area(∂A)

ad−1 [Srednicki, PRL (1993)]
[Bombelli, Koul, Lee, Sorkin, PRD (1986)]

Prescription: in regularized AdSd+2

SA =
Area(γA)

4G(d+2)
N

Holographic entanglement entropy     
[Ryu, Takayanagi, PRL, JHEP (2006)]
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4 Two disconnected strips

In tis section we consider the case of two disjoint strips on the boundary. Their width is L1 and

L2 and they are separated by a distance L0.

Given two disconnected strips on the boundary, there are two possible surfaces extended in the

bulk whose boundary coincides with the boundary of the two strips: one is a connected surface

and the other one is disconnected. The divergent term giving the area law is the same for both

of them because they share the boundary; therefore we have to consider the finite term in the

integral giving their area in order to compare their areas and decide which of these surfaces is

the minimal one.

We find it useful to change slightly the notation for the finite part (1.13) of the holographic

entanglement entropy by introducing Ãd(L) ≡ Ad(zmax, 0) where zmax = zmax(L) is the inverse

function of (1.8). Thus we consider

Sd(L1, L2;L0) ≡ min
�
Ãd(L1) + Ãd(L2)� �� �
disconnected surface

; Ãd(L0) + Ãd(L1 + L0 + L2)� �� �
connected surface

�
(4.1)

In the case of two disconnected regions in the boundary, it is useful to introduce the mutual

information for the finite parts

Md(L1, L2;L0) ≡ Ãd(L1) + Ãd(L2)− Sd(L1, L2;L0) (4.2)

The mutual information (4.2) is zero when the minimal surface is the disconnected one and

it is positive when the minimal surface is the connected one. The transition of the mutual

information from zero to a positive value occurs when the two terms compared in (4.1) are

equal, namely

Ãd(L1) + Ãd(L2) = Ãd(L0) + Ãd(L1 + L0 + L2) (4.3)
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Figure 3: Mutual information in AdS4 with L2 = L1. On the left we show M2(L1, L1;L0) for

L0 = 0.87 (red), L0 = 1.91 (blue) and L0 = 3.93 (black). On the right we plot in the parameter

space (L1, L0) the position of the transition point at which the mutual information starts to be

non zero.
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At the level of the definition (4.1) of the MRI, this relation is due to the fact that, in a pure

state (in this case, the vacuum), S(α)
A = S(α)

Ac , so S(α)
[0,x]∪[1,∞] = S(α)

[−∞,0]∪[x,1] = S(α)
[0,1−x]∪[1,∞].

We have listed five general properties that the MRI satisfies for integer α > 1, but for

the reasons given we either know or expect each to hold for general values of α:

1. UV finiteness, and IR finiteness when one of the intervals is semi-infinite;

2. conformal invariance, implying

I(α)[u1,v1],[u2,v2]
= I(α)(x) ≡ I(α)[0,x],[1,∞] (4.9)

(where 0 < x < 1);

3.

lim
x→0

I(α)(x) = 0 ; (4.10)

4. for all x,

I(α)(1− x) = I(α)(x) +
c

6

�
1 +

1

α

�
ln

1− x

x
; (4.11)

5. analyticity of I(α)(x) as a function of x.

So far we have not assumed anything about the theory C (other than unitary and com-

pactness). In the rest of this section, we will study the function I(α)(x) in holographic CFTs,

as well as certain other theories with large central charge.

4.2 Prediction from Ryu-Takayanagi formula

As in the holographic derivation of the EE for a single interval, reviewed in subsection 3.1,

we use the fact that the holographic dual of the vacuum is AdS3, with �AdS/GN = 2c/3, and

we cut off integrals near the boundary at radial coordinate value z = �.

y

z

u1 v1 u2 v2
y

z
rcon

m[v1,u2]

u1 v1 u2 v2

m[u1,v2]

m[u1,v1]

m[u2,v2]
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Figure 1: The two locally minimal surfaces for the boundary region [u1, v1] ∪ [u2, v2]. The global
minimum is the one on the left is when x < 1/2, and the one on right when x > 1/2, where x is the
cross-ratio defined in (4.5).

The RT formula is straightforward to apply to the union of two intervals [u1, v1]∪ [u2, v2].

There are two locally minimal surfaces in the bulk that are homologous to this boundary
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The holographic prescription predicts

a transition for the mutual information [Headrick, PRD (2010)]

AdSd+2

4 Two disconnected strips

In tis section we consider the case of two disjoint strips on the boundary. Their width is L1 and

L2 and they are separated by a distance L0.

Given two disconnected strips on the boundary, there are two possible surfaces extended in the

bulk whose boundary coincides with the boundary of the two strips: one is a connected surface

and the other one is disconnected. The divergent term giving the area law is the same for both

of them because they share the boundary; therefore we have to consider the finite term in the

integral giving their area in order to compare their areas and decide which of these surfaces is

the minimal one.

We find it useful to change slightly the notation for the finite part (1.13) of the holographic

entanglement entropy by introducing Ãd(L) ≡ Ad(zmax, 0) where zmax = zmax(L) is the inverse

function of (1.8). Thus we consider

Sd(L1, L2;L0) ≡ min
�
Ãd(L1) + Ãd(L2)� �� �
disconnected surface

; Ãd(L0) + Ãd(L1 + L0 + L2)� �� �
connected surface

�
(4.1)

In the case of two disconnected regions in the boundary, it is useful to introduce the mutual

information for the finite parts

Md(L1, L2;L0) ≡ Ãd(L1) + Ãd(L2)− Sd(L1, L2;L0) (4.2)

The mutual information (4.2) is zero when the minimal surface is the disconnected one and

it is positive when the minimal surface is the connected one. The transition of the mutual

information from zero to a positive value occurs when the two terms compared in (4.1) are

equal, namely

Ãd(L1) + Ãd(L2) = Ãd(L0) + Ãd(L1 + L0 + L2) (4.3)
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Figure 3: Mutual information in AdS4 with L2 = L1. On the left we show M2(L1, L1;L0) for

L0 = 0.87 (red), L0 = 1.91 (blue) and L0 = 3.93 (black). On the right we plot in the parameter

space (L1, L0) the position of the transition point at which the mutual information starts to be

non zero.
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[E.T., JHEP (2011)]
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I > 0



the right), while in the figure 4 we show the angular coefficient of the straight line as function

of d.

We remark that the equation (4.6) holds for d � 2. For AdS3 (i.e. d = 1) it has been observed [15]

that the transition occurs when the conformal ratio x ≡ z12z34/(z13z24) = L2
1/(L1+L0)

2 = 1/2.

It corresponds to the red point in the plot of the figure 4.

4.2 Charged black holes

In this section we consider the mutual information in the background given by a black hole.

We employ the results of the section 2, namely that

Ãd(L) =
L

zd0

+ cd + o(1) for large L (4.7)

where cd is the O(1) term in (2.5), (2.7) and (2.9). Since we are not able to determine cd

analytically, we fix it by fitting the numerical values of Ãd(L) at large L with a line.
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Figure 5: Two interval case, extremal charged black hole with d = 2 and z0 = 1. On the left

the position of the transition point where M0(L1, L1;L0) starts to be non zero in the parameter

space (L1, L0). On the right, a zoom of the same plot: the asymptotic line is given by (4.9) and

the green line corresponds to transition points of AdS4 given in the figure 3.

Considering the case of L1 = L2, we find that for a fixed L0 the behavior of the mutual infor-

mation is the same as in AdSd+2 (see the figure 3, plot on the left). The asymptotic value of

M0(L1, L1;L0) at fixed L0 can be found by employing (4.7). For L1 → ∞ we have

M0(L1, L1;L0) = 2Ãd(L1)− Ãd(L0)− Ãd(2L1 + L0) −→ cd − Ãd(L0)−
L0

zd0

(4.8)

As for the position of the transition point of M0(L1, L1;L0) in the plane (L1, L0), it is qualita-

tively different from the one obtained in AdSd+2 (compare the plot on the left in the figure 5

with the plot on the right in the figure 3). In particular, the straight line of AdSd+2 is tangent

to the curve corresponding to the asymptotically AdSd+2 black hole for small values of L1 (see
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of d.
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where cd is the O(1) term in (2.5), (2.7) and (2.9). Since we are not able to determine cd

analytically, we fix it by fitting the numerical values of Ãd(L) at large L with a line.
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the green line corresponds to transition points of AdS4 given in the figure 3.

Considering the case of L1 = L2, we find that for a fixed L0 the behavior of the mutual infor-

mation is the same as in AdSd+2 (see the figure 3, plot on the left). The asymptotic value of

M0(L1, L1;L0) at fixed L0 can be found by employing (4.7). For L1 → ∞ we have

M0(L1, L1;L0) = 2Ãd(L1)− Ãd(L0)− Ãd(2L1 + L0) −→ cd − Ãd(L0)−
L0

zd0

(4.8)

As for the position of the transition point of M0(L1, L1;L0) in the plane (L1, L0), it is qualita-

tively different from the one obtained in AdSd+2 (compare the plot on the left in the figure 5

with the plot on the right in the figure 3). In particular, the straight line of AdSd+2 is tangent

to the curve corresponding to the asymptotically AdSd+2 black hole for small values of L1 (see
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the plot on the right in the figure 5), as expected.

Moreover, in the case of the black hole the curve of the transition points goes to an asymptotic

value L̃0 of L0 for large L1. The equation defining this value can be found by taking the limit

L1 → ∞ and L0 → L̃0 of the equation (4.3) and employing (4.7). The result is

Ãd(L̃0) +
L̃0

zd0
− cd = 0 (4.9)

which can be solved numerically. The features just described for the extremal charged black

are found for the non extremal case as well. The plots of M0(L1, L1;L0) are like in the plot

on the left of the figure 3 and the curve of the transition points is qualitatively like the one

shown in the figure 5. Again, the solution of the equation (4.9) provides the asymptotic value

of the transition curve. In the figure we show the curves of transition of M0(L1, L1;L0) for two

different temperatures besides the extremal case at fixed charge. As already remarked in the

appendix B, imposing Q fixed implies that we cannot change the temperature keeping the fixed

z0. Indeed these quantities are related through (B.7). In the figure 6 we show position of the

transition point of M0(L1, L1;L0) in the plane (L1, L0) for extremal and non extremal charged

black hole for d = 2. The curve corresponding to a certain temperature always stays below the

curve corresponding to a lower temperature.
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Figure 6: Two interval case, charged black hole with d = 2 and fixed charge. Curves of transition

for M0(L1, L1;L0) in the plane (L1, L0): the red curve corresponds to the extremal case (see the

figure 5, plot on the right) while the blue and the orange ones correspond to two non extremal

cases (T = 0.1 and T = 0.18 respectively) at the same charge. The horizontal line gives the

asymptotic value of the extremal case and the green line corresponds to AdS4.
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where B ⊂ [kmin,∞) ⊂ Q is some discrete set of increasing rational numbers, which are not

necessarily positive (kmin < 0). For instance, in the case of the charged black hole with d = 2

we have ε ∈ {−1/2, 1/2, 1, 3/2, . . . }. In order to write Ad(zmax, 0) as an expansion in terms of

powers of z0 − zmax, we have to compute the definite integrals occurring at each k and then

expand each of them for small ε. Then this expansion can be written in powers of z0 − zmax by

using the definition ε = (z0 − zmax)/ζmax given in (2.1).

In all examples we have considered we find that this method provides only the divergent term

as zmax → z0. This is due to the fact that all the integrals occurring in (2.2) give a contribution

to the finite term.

The same procedure just described to expand the integral Ad(zmax, 0) given in (1.13) can be

applied also to the integral (1.8), obtaining in this way L as an expansion in powers of z0−zmax.

It is then useful to compare the kind of divergence of these two quantities as zmax → z0.

2.1 Charged black hole

In this section we consider the charged black holes, namely

ds2

R2
=

−fdt2 + d�x2

z2
+

dz2

fz2
f = 1 +Q

2
�

z

R2

�2d
−M

�
z

R2

�d+1
(2.3)

The boundary is at z = 0.

• Schwarzschild black hole. As a first example, we consider the Schwarzschild black hole,

which is given by the metric () with Q = 0. By performing the expansion just described we find

L = −
√
2 z0�

d(d+ 1)
log(z0 − zmax) +O(1) (2.4)

and

Ad(zmax, 0) = −
√
2�

d(d+ 1) zd−1
0

log(z0 − zmax) +O(1) =
L

zd0

+O(1) (2.5)

where we recall that the horizon z0 is related to the temperature as T = (d+1)/(4πz0). For the

case d = 3 see section eq. (7.40) of [2].

• Extremal charged black hole. As above for the extremal black hole

L =

√
2π z

3/2
0

d
√
d+ 1

√
z0 − zmax

+O(1) (2.6)

and

Ad(zmax, 0) =

√
2π z

3/2−d
0

d
√
d+ 1

√
z0 − zmax

+O(1) =
L

zd0

+O(1) (2.7)

• Non extremal charged black hole. By applying the same method to the case of T > 0,

we get

L = −
√
z0√

2πdT
log(z0 − zmax) +O(1) (2.8)
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Transition curve for the



d+ 1 dimensional Vaidya metrics

ds2 =
l2

z2

�
−
�
1−m(v)zd

�
dv2 − 2dzdv + d�x2

�

Gµν − d(d+ 1)

2l2
gµν = Tµν Tvv =

d− 1

2
zd−1∂vm(v)

formation of a black hole through the collapse of null dust

the event and the apparent horizons [39, 40, 41]. The apparent horizon is the boundary of the

trapped surfaces associated to a given foliation. For the metrics (1.1) a foliation which preserves

the translation invariance in the directions of �x is given by v = const and z = const. The

location of the apparent horizon of (1.1) reads [8, 32]

za =
1

m(v)1/d
(1.4)

Instead, the event horizon is given by

dze
dv

= −1−m(v)zde
2

(1.5)

Figure 1: The function (1.9) for different values of the thickness av and M = 1. The dashed

curve is a step function and corresponds to the the limiting regime of thin shell av → 0.

When the mass profile m(v) is constant m(v) = M , the metric (1.1) describes the geometry of

the Schwarzschild black hole with planar horizon. This can be clearly seen through the following

change of coordinates

v = t+ p(z) p�(z) = − 1

1−Mzd
(1.6)

which allows to write (1.1) as

ds2 =
l2

z2

�
−
�
1−Mzd

�
dt2 +

dz2

1−Mzd
+ d�x2

�
(1.7)

i.e. the usual form for a Schwarzschild black hole of mass M in the Poincaré coordinates. For

l = 1 the Hawking temperature of this black hole reads is given by TH = dM1/d/(4π).

• CHECK: no l dependence in TH??

It is also straightforward to check that for m(v) = 0 identically the metric (1.1) describes AdSd+1

in the Poincaré coordinates

ds2 =
l2

z2
�
− dt2 + dz2 + d�x2

�
t = v + z (1.8)

This tells us that the Vaidya metric (1.1) is asymptotically AdSd+1.

The formation of the Schwarzschild black hole (1.7) from AdSd+1 is described by considering a

4

m(v) = M
1 + tanh(v/av)

2

Vaidya metrics

Null energy condition TµνNµNν � 0 for Vaidya metrics is ∂vm(v) � 0

[Hubeny, Rangamani, Takayanagi, JHEP (2007)]

The formula for the holographic entanglement entropy has been proposed



Holographic entanglement entropy for Vaidya metrics   

where z∗ = z(0) is the maximum value of z(x), which is characterized by z� = v� = 0. This

is the simplification occurring for the rectangular shape of A with respect to the circular one

mentioned above. The two equations of motion obtained by minimizing the functional (1.13)

read

�
1−m(v)zd

�
v�� + z�� − ∂vm(v)

2
zd(v�)2 − dm(v)zd−1z�v� = 0 (1.15)

z v�� − d− 2

2
m(v)zd(v�)2 + (d− 1)

�
(v�)2 + 2v�z� − 1

�
= 0 (1.16)

By taking the derivative w.r.t. x of the conservation equation (1.14) and using one of these two

equations of motion, one obtains the other one. Thus, it is sufficient to consider only (1.14) and

e.g. (1.16) to find v(x) and z(x).

Figure 2: Finite term of the holographic entanglement entropy for the Vaidya metric in three

dimensions (see (1.11) and (1.18) up to a factor) with m(v) given by (1.9) [8, 32]. On the left,

L2,reg(�, t) for different values of boundary time t, increasing from the red curve to the blue one,

at a fixed value of av. On the right, L2,reg(�, av) at a fixed value of t and different values of the

thickness av, which increases going from the blue curve to the red one. In both the plots, the

black curves correspond to the limiting regimes of AdS3 (bottom curve, from (1.24)) and of the

BTZ blak hole (top curve, from (1.24)), while the dashed curves represent the corresponding

curves for the thin shell limit av = 0.

Given a solution (v(x), z(x)) of the equations of motion, its area can be computed by evaluating

the integral (1.13) on it. Using (1.14), this area can be written as follows

Ad = ld−1
2�d−2

⊥

� �
2

0

zd−1
∗

z2(d−1)
dx (1.17)

As discussed above, this integral is divergent because the spacetime we are dealing with, being

asymptotically AdSd+1, is non compact and the spatial surface γA we are considering reaches

its boundary (see the boundary conditions (1.12)).

The divergence of Ad can be obtained by studying the same problem in AdSd+1 in the standard

7

[Abajo-Arrastia, Aparicio, Lopez, JHEP (2010)]

SA

���
T =0

=
c

3
log

�
�

�

�

AdS3

SA

���
T > 0

=
c

3
log

�
β

π�
sinh

�
π�

β

��
BTZ

time evolution

Related to the holographic description of global quenches in CFT

[Balasubramanian et al., PRL, PRD (2011)]

The problem has been addressed analytically in the thin shell limit

av → 0 =⇒ m(v) = Mδ(v)

?

t � 1.0 � 5.0
av � 0.50
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10

�
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Figure 3: Finite term of the holographic entanglement entropy for the Vaidya metric in four

dimensions (proportional to L3,reg(�, t)) withm(v) given by (1.9), fixed av and different boundary

times t, increasing from the red curve to the blue one. The black curves correspond to the

limiting regimes of AdS4 (bottom curve from (1.20)) and of the Schwarzschild black hole in four

dimensions (top curve).

As discussed above, this integral is divergent because the spacetime we are dealing with, being

asymptotically AdSd+1, is non compact and the spatial surface γA we are considering reaches

its boundary (see the boundary conditions (1.12)).

The divergence of Ad can be obtained by studying the same problem in AdSd+1 in the standard

way [7]. Subtracting this divergence we obtain the finite term of the area which is the main

quantity we are interested in. For d > 2 we have

Ad,reg ≡ 2ld−1 �d−2
⊥ lim

η→ 0+

�� �
2−η

0

zd−1
∗

z2(d−1)
dx− 1

(d− 2) �d−2

�
≡ ld−1 �d−2

⊥ Ld,reg (1.18)

where � ≡ z(�/2− η) is the UV cutoff in the boundary theory. Notice that in this case we need

to subtract just one diverging term to regularize Ad. This is a feature of the strip; indeed when

the region A is a circle there are more terms to subtract to make the area finite [7].

In order to find the solution of (1.14) and (1.16) satisfying the boundary conditions (1.12),

first we exploit the reflection symmetry about x = 0 and solve the Cauchy problem whose initial

conditions are given by

z(0) = z∗ v(0) = v∗ . (1.19)

Then, we shoot in the variables z∗, v∗ to impose (1.12)∗. It turns out that the points at which

the solution reaches the boundary become increasingly sensitive to the initial conditions and to

∗This approach is different from the one used in [33], where shooting takes place from the boundary. We

favored shooting from x = 0 because it is a regular point of the solution (v(x), z(x)).

8

Similar behavior in 3 + 1 bulk dimensions
[A. Allais and E.T., JHEP (2012)]



Holographic mutual information for Vaidya metrics (I)

Given a boundary time t, this is the value of � after which the geodesic enters into the shell. In

the figure 2 the av = 0 limit we are discussing is represented by the dashed curves. The relation

(1.29) can be checked on those plots, since the dashed curve characterized by t deviates from

the BTZ continuous black curve at � = 2t. This is the relation found in [25] for two dimensional

CFT models between the duration of the linear increasing of the entanglement entropy after a

global quench and the size � of the spatial interval A, which lead the authors to suggest the

quasiparticles picture.
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Figure 4: Geodesics configuration for the holographic mutual information at the transition point

for three dimensional Vaidya geometry (d = 2) with M = 1 in (1.9). The total length of the

geodesics for the connected configuration (red) and the disconnected one (blue) is the same. In

the upper plots av = 0.5 while in the bottom ones av → 0 (thin shell limit). The boundary time

is t = 7 (see the intersection of the curves with the horizontal axis in the plots on the right).

The z axis has been compactified using the arctan function. The green geodesics represent the

mixed configuration, which is suboptimal. Notice that they do not intersectas it can be clearly

seen from the plot on the right, top line.

12

Geodesics configuration
(connected, disconnected and mixed)

Figure 7: Transition point of the holographic mutual information I(�0, �1, �1) for the three

dimensional Vaidya metric in the configuration space (�1, �0). The black curves represent the

limiting regimes of AdS3 (top curve, given by (2.6) at ω = 1) and BTZ (bottom curve, given

by (2.10) at ω = 1). On the left we plot the transition point for different times (increasing as

we go from the red curve to the blue one) and thickness av = 1 (the dashed curve represent the

thin shell limit av = 0). On the right, the transition point in the configuration space is plotted

at a fixed time t = 4 for various values of the thickness av in (1.9): from av = 0 (dashed curve)

to av = 3 (red curve). There is a whole region of the configuration space where the holographic

mutual information is zero for any boundary time.

by �2, �1 and �0 can be written as follows

sinh(π�1/βH) sinh(π�2/βH)

sinh(π�0/βH) sinh(π(�1 + �2 + �0)/βH)
= 1 (2.7)

Introducing ω through �2 = ω�1 as above and using the addition formulas for the hyperbolic

functions, the equation (2.7) becomes

sinh
2

�
π�0
βH

��
B(�1,ω) + C(�1,ω) coth

�
π�0
βH

��
= 1 (2.8)

where we have introduced

B(�1,ω) ≡ coth

�
π�1
βH

�
coth

�
πω�1
βH

�
+ 1 C(�1,ω) ≡ coth

�
π�1
βH

�
+ coth

�
πω�1
βH

�
(2.9)

Expressing the hyperbolic functions in their exponential form, the equation (2.8) becomes a

second order equation in terms of e2π�0/βH and its positive root provides �0 in terms of �1 and

ω. The result reads

�0 =
βH
2π

log




B(�1,ω) + 2 +

�
4
�
1 +B(�1,ω)

�
+ C(�1,ω)2

B(�1,ω) + C(�1,ω)



 (2.10)
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Figure 8: Transition point of the holographic mutual information I(�0, �1,ω�1) in the configura-

tion space (�1, �0) for the three dimensional Vaidya metric in the thin shell limit, whose analytic

solution allows to extend the range of the configuration (see also the figure 7). We give the

curves for different boundary times which increase from the red curve to the blue one. On the

left we set ω = 1 while on the right ω = 2. We can clearly identity a curve above which the

holographic mutual information vanishes for any boundary time.

In the figures 7 and 8) this curve is the black one below all the over ones. The curve (2.10)

passes through the origin (�1, �0) = (0, 0) and it always stays below the line (2.6). Moreover,

the line (2.6) is tangent to (2.10) at the origin and this provides a check of (2.10) because for

small �1 and finite ω (which implies small �2 as well) the minimal curves remains close to the

boundary and therefore only the asymptotic geometry of BTZ, which is AdS3, matters. For any

finite ω > 0, the curve (2.10) tends asymptotically to a horizontal line �0 = �̃0 when �1 is large

for any finite value of ω. In this limit both the disjoint interval are large while the ratio between

them, given by ω, is kept fixed. In particular, since for �1 → +∞ we have B(�1,ω) → 2 and

C(�1,ω) → 2, the asymptotic value �̃0 reads

�̃0 =
βH
π

log
√
2 (2.11)

and it is independent of ω. This means that in the BTZ background, for any �1 and �2, when

the separation �0 is greater than �̃0, the holographic mutual information is zero.

intermediate regime

In the figures 7, 8 and 9 we study the transition point in the configuration space given by

�2, �1 and �0. We set �2 = ω�1 for some finite ω > 0 and then consider the space (�1, �0). In

particular, in the figure 7 we study the three dimensional background for some av > 0 and ω = 1.

At any given boundary time t, above the corresponding curve the holographic mutual information

is zero because the disconnected configuration is favored. The dashed curves correspond to the

av = 0 limit and in the plot on the right the av dependence is show at fixed t. Always in the
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Transition point in the configuration space

[A. Allais and E.T., JHEP (2012)]

[Balasubramanian et al., PRD (2011)]



Holographic mutual information for Vaidya metrics (II)

discontinuous first derivative and unfortunately we do have a clear understanding of it. We

recall that the holographic mutual information is positive when the connected configuration is

favored. When we plot a family of curves parameterized by the boundary time t, the common

feature one observes is that the bigger t is, the larger is the range of variables where the curve

characterized by t reproduces the corresponding black hole result. Then, for any finite t at some

point the curve deviates from the black hole behavior and tends asymptotically to the AdSd+1

behavior, eventually shifted by a constant.

In three dimensions (d = 2) we can take advantage from the fact that the exact solution is

known of the thin shell limit case av → 0 (see (1.26)) [38, 39] and working with the analytic

solution allows us to extend the range of the variables we can explore.
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Figure 7: Holographic mutual information I(�0, �1, �1) as function of the boundary time t at

fixed �1. The different curves are characterized by different values of �0 which increase going

from the top curve to the bottom one. As in the previous figures, we show the d = 2 case on the

left and the d = 3 case on the right. For a fixed value of �1, varying �0 three different behaviors

are observed.

As for the dependence on the boundary time t of the holographic mutual information

I(�0, �1, �1), this is shown in the figure 7 for different values of the separation �0 between the

two strips and a fixed value of their size �1 in three dimensions (plot on the left) and in four

dimensions (plot on the right). From these plots we observe that, at a fixed of �1, varying

the separation �0 between the strips four different behaviors are observed. For �0 very large

I(�0, �1, �1) is zero at all times. Decreasing �0 (i.e. going from the bottom curves to the top ones

in the figure 7) we find that I(�0, �1, �1) is zero at t = 0, then it becomes positive for a finite range

of t and then it vanishes again. Decreasing further �0 the holographic mutual information starts

positive at t = 0 but then it vanishes at some time. Then, for small �0 we get that I(�0, �1, �1)

is positive for any boundary time t, namely the connected configuration is always favored.

In order to describe these four regimes from another point of view, we find it useful to study
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Dependence on the boundary time t (d = 2 and d = 3)

Thus, considering a configuration space which describes all the possible sizes and the relative

distance between A1 and A2, there must be some region of this space where the “connected”

configuration is minimal and some other region where, instead, the “disconnected” configuration

is minimal. The corresponding holographic mutual information is zero and positive respectively.

The curve in the configuration space which characterizes this transition in the configuration

space is given by the following equation

Ad,reg

��
connected

= Ad,reg

��
disconnected

. (2.3)

This equation is not easy to solve and must be studied case by case. The examples of AdSd+1

and of the charged black hole in four dimensions have been considered in [14, 24]. Here we study

this equation for the Vaidya metrics (1.1) in three and four dimensions.
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Figure 6: Holographic mutual information I(�0, �1, �1) as function of �1 at fixed �0 for Vaidya

metrics in three (plots on the left, infinitely thin shell regime) and four dimensions (plots on the

right) in the bulk. The other parameters are the same ones employed in the figure 5.

Let us first consider the holographic mutual information I(�0, �1, �2) (see (2.1)) for the Vaidya

metrics (1.1) in three and four dimensions with the mass profile given by (1.9). This quantity

depends on many variables and our analysis is mainly numerical. We take equal strips �2 = �1

for our plots unless indicated otherwise.

In the figures 5, 6 we show the dependence of I(�0, �1, �1) from the distance �0 between the

intervals and the size �1 respectively. The continuos black curves represent the corresponding

quantities in the limiting regimes of AdSd+1 and Schwarzschild black hole (BTZ black hole in

three dimensions), while the colored ones are characterized by intermediate boundary times

indicated in the plots. Notice that the qualitative features of the curve do not change with the

number of dimensions. In general we can clearly observe the transition of the mutual information

from positive values to zero when �0 increases at fixed size �1 (figure 5) and from zero to positive

values as �1 increases at fixed separation �0 (figure 6). This transition is continuos with a
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Dependence on �2 = �1 (d = 2 and d = 3)



Null energy condition and strong subadditivity

SA1 + SA2 � SA2∪A2Subadditivity

SA1∪A2 + SA2∪A3 � SA2 + SA1∪A2∪A3

Strong subadditivity

I(A1, A2) � 0

I(A1, A2 ∪A3) � I(A1, A2)

For time independent backgrounds the holographic formula satisfies

the strong subadditivity condition [Headrick, Takayanagi, PRD (2007)]

not monotonically increase with v, we can violate the null energy condition and explore the

consequences of this violation on the entanglement entropy. The results are shown in figure 11

and 12.
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Figure 12: Location of the transition point of I(�0, �1, �1) when the null energy condition is

violated: the curve is not monotonically increasing with �1. The mass profiles employed in the

plots are the same as in figure 11.

The curves in figure 11 are not concave functions of �, but they are still non-decreasing. Therefore

only the first of the two inequalities is violated. This means that they cannot be equivalent in this

setting. In order to clarify this apparent contradiction we have to discuss how the equivalence

between the inequalities is proven, both in quantum mechanics and holographically.

The two inequalities can be shown to be equivalent by introducing an auxiliary fourth Hilbert

space H4 such that ρ1,2,3 = Tr4|ψ��ψ|, for a certain pure state |ψ� [54]. Then

S(ρ1,2,4) = S(ρ3) and S(ρ1,4) = S(ρ2,3) (3.5)

and hence, if we write the first inequality for 3 ↔ 4, 1 ↔ 2

S(ρ1,2) + S(ρ1,4) � S(ρ1) + S(ρ1,2,4) (3.6)

and substitute, we get the second, and viceversa.

If one tries to replicate the argument above in the holographic setting, one encounters a difficulty

because, although we are guaranteed that it is always possible to find the Hilbert space H4, it

is not guaranteed that it will be the Hilbert space of the local degrees of freedom of some other

region of the boundary theory. However, that is the only known kind of partitioning of the

Hilbert space that allows for a holographic computation. It turns out that, if the bulk manifold

is homologous to the boundary, the problem is easily solved: H4 can be taken to be the Hilbert

space of the degrees of freedom of the region A4 = A1 ∪A2 ∪A3, the complement of A1∪A2∪A3,

because it satisfies

SA1∪A2∪A4 = SA3 and SA1∪A4 = SA2∪A3 (3.7)
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Figure 11: Regularized length Lreg for three dimensional Vaidya metric when the null energy

condition is violated: a change of concavity is manifest in both cases. The mass profiles used

are shown above and they are m(v) = M
2 [2 + tanh((v − v0/2)/av)− tanh((v + v0/2)/av)] on the

right and m(v) = M
2 [1− tanh(v/av)] on the left, with M = 1, av = 0.1, v0 = 10.

which are equivalent and known as strong subadditivity condition (see [54, 11, 12] and the refs

therein for more detailed discussions).

If the Hilbert space is partitioned into the product of the Hilbert spaces of local degrees

of freedom belonging to non intersecting regions of space A1, A2, . . ., the inequalities (3.1) and

(3.2) can be written respectively as

SA1 + SA2 � SA2∪A2 (3.3)

and

SA1∪A2 + SA2∪A3 � SA2 + SA1∪A2∪A3

SA1∪A2 + SA2∪A3 � SA1 + SA3 .
(3.4)

In one dimensional systems (or when the symmetry of the regions considered is such that the

problem is effectively one-dimensional), for a complete description, it is sufficient to consider

the entanglement entropy of an interval as a function of its length �, and the two inequalities

of the strong subadditivity are more conveniently expressed in terms of the function S(�). The

first inequality in (3.4) states that the function S(�) is concave, and the second that it is non

decreasing.

In section 1.1 we mentioned (see (1.10)) that for the Vaidya metrics (1.1) the conditionm�
(v) � 0

guarantees that the null energy condition is satisfied. By choosing a mass function that does
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NEC violated

SSA violated

[A. Allais and E.T., JHEP (2012)]



Holographic tripartite information

I3(A1, A2, A3) ≡ SA1 +SA2 +SA3 −SA1∪A2 −SA1∪A3 −SA2∪A3 +SA1∪A2∪A3

0 2 4 6 8 10
�4

�3

�2

�1

0

1

t

I 3
�5,� 0

,5
,� 0
,5
�
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Figure 15: Time evolution of the tripartite information for the three dimensional (d = 2) Vaidya

geometry in the thin shell limit. The three intervals have the same size �1 = �2 = �3 = 5 and

are separated by the same distance d1 = d2 = �0. The plot shows that the holographic mutual

information is always monogamous.

for some range of v. This is relevant because the strong subadditivity and the monogamy are

indenpendent conditions. In the figure 16 we show the time evolution of the holographic tripartite

information with the same interval configuration of the figure 15 but with the mass function

m(v) decreasing from M = 1 at early times (v → −∞) to M = 0 at late times (v → +∞)

according to the profile shown in the figure 11 (plot on the left). The holographic tripartite

information becomes positive for certain ranges of t, telling us that a violation of the null energy

condition leads to a non monogamous holographic mutual information.

5 Conclusions

We studied the holographic mutual information for dynamical backgrounds given by the Vaidya

metrics in three and four dimensions. We found that it is non monotonic as function of the

boundary time and its behavior depends on the configuration of the two disjoint regions.

From the transition curves of the holographic mutual information in the configuration space we

could identify the different behaviors and also find a region in the configuration space where

the holographic mutual information is zero at all times. Considering the holographic tripartite

information, we observed that the holographic mutual information is monogamous also for these

time dependent backgrounds in the ranges of the variables explored.

By modifying the mass profile occurring in the Vaidya metrics, we showed that the null

energy condition is a necessary condition both for the strong subadditivity of the holographic

entanglement entropy and for the monogamy of the holographic mutual information. A deeper

understanding of the relation between the null energy condition and the inequalities satisfied by
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Holographic I3 for Vaidya metric

(d = 2 in the thin shell limit)
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Figure 16: Time evolution of the tripartite information for the three dimensional (d = 2)

Vaidya geometry when the null energy condition is violated: the mass function decreases from

m(−∞) = 1 to m(+∞) = 0, according to the profile shown in the figure 11. Since I3 becomes

positive for certain range of t, the monogamy of the holographic mutual information is violated.

the quantities defined from the holographic entanglement entropy is needed.
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Conclusions     

TrρnA for the compactified boson and the Ising model

Results checked against numerical data from spin chain analysis

Two intervals case:

Short intervals expansion

N intervals case:

The N � 2 intervals case includes all the data of the CFT

Analytic continuation in some regimes (e.g. decompactification regime)

Holographic mutual information for Vaidya spacetimes

A violation of the null energy condition leads to a violation of

the strong subadditivity and the monogamy condition



Generalization to N > 2 intervals

Analytical continuation for n→ 1 of Fn(x)

Thank you!

Open issues     

Holographic computation of the Renyi entropies found for small c

Quantum quenches from the holographic point of view
(more examples needed)

Role of the null energy condition

Z2 orbifolded target space at generic radius, minimal models, etc.

Higher dimensions

Interactions

Presence of boundaries (quantum quenches), finite T


