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Boundary Driven Diffusive System
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• Diffusive interacting+conserving channel (`disordered’ phase - think gas)  

• Channel connected to two reservoirs at different densities 

• Steady-state 

 

1. What is the average density profile                                 ?
⇢(x) (0  x  1)

2. Fluctuations - for example, two point correlations                    ?h⇢(x)⇢(y)i
Probability of any configuration               ?   
How is a fluctuation generated dynamically?

P [⇢(x)]



Outline
• Approaches	

!
• Brief recall of equilibrium results  

• Out of equilibrium basics - average density  
                                          correlations (simple picture for      
                                                           positive vs. negative)  

• Probability of arbitrary profile -  
        Calculating the large deviation functional  
        General properties - nonlocal  
                                    non-differentiable functional  
                                    structure of singularities  

• Fluctuation induced forces (Casimir)  



Approaches

Generally can identify two approaches: 	


1. Start from a microscopic model:  
   for example, simple symmetric exclusion model  

- Evolution of probability  
@t|P (t)i = M |P (t)i

Solve

1 1



Fluctuating Hydrodynamics Phenomenological approach  
(can also derive in some cases):  
   

⇢(x)- Density field            satisfies 	


@t⇢(x) +r · J = 0

J = �D(⇢)r⇢+
p

�(⇢)⌘(x, t)

Fick’s law 	
 Noise	


h⌘(x, t)⌘(x0
, t

0)i = 1

N

�(x� x

0)�(t� t

0)

- Noise is small due to rescaling (central limit theorem)	


-          and          connected by fluctuation-dissipation (recall rescaling)	
�(⇢)D(⇢)

� (⇢) = 2kBT⇢
2 (⇢)D (⇢)

compressibility
- Boundary conditions	
 ⇢(0) = ⇢l ⇢(1) = ⇢r

- Rescale space                               and time t = t0

N2
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@t⇢(x) +r · J = 0

J = �D(⇢)r⇢+
p

�(⇢)⌘(x, t)

� (⇢) = 2kBT⇢
2 (⇢)D (⇢)

Equations of motion (fluctuating hydrodynamics) 

�(⇢)D(⇢)- Phenomenological approach               and               given/measured*  
  

 *  Weber et. al. PRB 2001  

⇢(0) = ⇢l ⇢(1) = ⇢rWith boundary conditions                        and

⇢l ⇢r

�(⇢)D(⇢)- Microscopic approach              and             calculated  
  

for symmetric exclusion model   D(⇢) = 1

1 1

�(⇢) = 2⇢(1� ⇢)



In Equilibrium                     (on average flat)  

Fluctuation dissipation dictates probability of any configuration

⇢l ⇢r

f (⇢) ⌘
Z ⇢

⇢
d⇢1

Z ⇢1

⇢
d⇢2

2D (⇢2)

� (⇢2)

⇢l = ⇢r = ⇢

with                                                  the free-energy density

For example, for symmetric exclusion model

Z 1

0
dx {⇢(x) log ⇢(x)

⇢̄

+ (1� ⇢(x)) log

1� ⇢(x)

1� ⇢̄

}

Note -  
 

1. Local functional (no correlations)  
!

2. Smooth functional	

(result of smooth    and    ) D �

P [⇢(x)] e�N

R
f(⇢(x),⇢)



Out of Equilibrium  
(on average non-flat profile)  

⇢l 6= ⇢r

left 	
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right	
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channel 	
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Question 1 (easy) - The average Density Profile



Average Density Profile 

@t⇢(x) +r · J = 0

J = �D(⇢)r⇢+
p

�(⇢)⌘(x, t)

Solve                                with boundary conditions 

⇢(0) = ⇢l ⇢(1) = ⇢r

r(D(⇢)r⇢) = 0

For example,  for             get linear profile          D = 1

⇢(x)



Question 1I  - Small Fluctuations



Fluctuations 

Naive guess - weak drive so locally in equilibrium  

Calculate   ⇢(x)
And guess  

P [⇢(x)] / e

�N

R
f(⇢(x),⇢(x))dx

with
f (⇢, r) ⌘

Z ⇢

r
d⇢1

Z ⇢1

r
d⇢2

2D (⇢2)

� (⇢2)

How wrong? 
*✓Z

⇢(x)

◆2
+

off by order  
c (⇢l � ⇢r)

2



Reason for disagreement is the presence 	

of generic long range correlations	


(positive or negative)

Lattice models - Sphon 1983	

Experiments on heat flow - Law et. al. 1988	


(review by Dorfman et. al. 1997)

Too see, enough to evaluate two-point correlation	

for small fluctuations	




Simple picture for long range correlations	


Look at fluctuation	

in bulk of system

3

a rate constant, setting a time scale in the model. From
the definition of R

R =
γ

N

(

−2 1
1 −2

)

.

The solution to Eq. (7) then reads

C =
N

24γ

(

7B01 + 4B12 +B23 2B01 − 4B12 + 2B23

2B01 − 4B12 + 2B23 B01 + 4B12 + 7B23

)

.

(9)
Note that at equilibrium B01 = B12 = B23, so that C is
diagonal, as expected from Eq. (1).
Interestingly, we see that the cross-correlation C12 can

be both positive or negative, depending on the sign of
B01 − 2B12+B23. We suggest the following simple inter-
pretation: current fluctuations transfer energy along the
different bonds. The fluctuations relax by the average
dynamics d

(

δEi

)

/dt =
∑

j RijδEj . Consider a current
fluctuation near a bath, say in J01, which changes the
energies by (δE1, δE2) ∝ (1, 0). This fluctuation relaxes
according to the sum of the modes of R, (δE1, δE2) ∝
e−γt/N (1, 1) − e−3γt/N (−1, 1), for which δE1 and δE2

have the same sign. On the other hand, a fluctuation in
the central bond J12 changes energies by (δE1, δE2) ∝
(−1, 1), which decays as (δE1, δE2) ∝ −e−3γt/N (−1, 1).
Therefore, current fluctuations near the baths promote
positive correlations between the two subsystems, while
current fluctuations in the center of the system contribute
to negative correlation between the subsystems. The ex-
pression C12 ∝ B01−2B12+B23 reflects the positive effect
of the boundary noise B01, B23 and the negative effect of
the bulk noise B12.
To demonstrate the different possible behaviors in dif-

ferent models consider first a specific example of the lin-
ear A model in which the subsystems are ideal gases with
E = CvT , with Cv a constant specific heat and that equa-
tion Eq. (4) holds. This model of ideal gases satisfying
Fourier’s law is perhaps the simplest phenomenological
model for energy transfer. To obtain Bs

01, B
s
12, B

s
23 we

solve Eq. (5) and use Eq. (4). Substituting into Eq. (9)
we find

C12 =
Cv

27
(T0 − T3)

2

Thus C12 is positive for any T0 ̸= T3, and proportional to
the system size.
This model can be considered as a “boxed” version of

standard models for heat or particle conduction with spa-
tial dependence, known to have positive correlations in
the continuum limit [5]. Indeed, a similar line of argu-
mentation applies to continuum diffusive systems, which
conduct particles or heat. If a fluctuation in the energy
density E (x, t) decays according to a simple diffusion
∂tE = D∇2E, with D a constant diffusion coefficient, a
current fluctuation near the baths will contribute to pos-
itive correlations, while current fluctuations at the bulk
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FIG. 2: In continuum models with constant diffusivity, a cur-
rent fluctuation in the center of the system (c) relaxes to a
density fluctuation (a) which gives a negative contribution to
spatial correlations. In contrast, a current fluctuation near the
boundaries (d), adds a positive contribution to spatial corre-
lations (b).

will contribute to negative correlations. Therefore models
with stronger noise near the boundary will have positive
correlations, while models with stronger bulk noise will
have negative correlations, as illustrated in Fig. 2. This
gives a simple picture of the positive correlations found
in standard heat conduction models [5, 6] as opposed to
negative correlation found, for example, in the simple
symmetric exclusion process (SSEP) [4, 18], a standard
particle conduction model.
Indeed, a boxed version of the SSEP can be constructed

as follows. Consider a boxed model in which εi describes
the density of particles in box i. A particle then hops
from subsystem i to j with rate γεi(1 − εj) where 1 is
the maximal density of particles that each subsystem can
contain. This leads [19] to a linear A = γ(εi − εj) model
with a variance in the particle transfer between boxes
Bij = γ (εi(1− εj) + εj(1− εi)) . Using the procedure
outlined above we find here

C12 =
−N

27
(ε0 − ε3)

2 . (10)

Note that now the correlations are negative as opposed
to positive in the previous example.
We next turn to calculate the correlations in two quan-

tum examples. In the first we consider coupled Fermi
gases. In the second, treated in the Supplementary Ma-
terial, we study systems which exchange energy through
blackbody radiation. In both cases the correlations turn
out to be positive.
Ideal Fermi gas.– We now derive the correlation func-

tion starting from a quantum mechanical model of weakly
interacting Fermi gases. To derive the average energy
flow, we first consider two Fermi gases in adjacent boxes,
with Hamiltonian H = Hc + Hd + H ′, where Hc =
∑

k ϵ
c
kc

†
kck, Hd =

∑

k ϵ
d
kd

†
kdk, and H ′ = λ c†0c0d

†
0d0. In

box c (d) we label fermion operators by c, c† (d, d†), with

At later times spreads	

generating	

negative correlations

3

a rate constant, setting a time scale in the model. From
the definition of R

R =
γ

N

(

−2 1
1 −2

)

.

The solution to Eq. (7) then reads

C =
N

24γ

(

7B01 + 4B12 +B23 2B01 − 4B12 + 2B23

2B01 − 4B12 + 2B23 B01 + 4B12 + 7B23

)

.

(9)
Note that at equilibrium B01 = B12 = B23, so that C is
diagonal, as expected from Eq. (1).
Interestingly, we see that the cross-correlation C12 can

be both positive or negative, depending on the sign of
B01 − 2B12+B23. We suggest the following simple inter-
pretation: current fluctuations transfer energy along the
different bonds. The fluctuations relax by the average
dynamics d

(

δEi

)

/dt =
∑

j RijδEj . Consider a current
fluctuation near a bath, say in J01, which changes the
energies by (δE1, δE2) ∝ (1, 0). This fluctuation relaxes
according to the sum of the modes of R, (δE1, δE2) ∝
e−γt/N (1, 1) − e−3γt/N (−1, 1), for which δE1 and δE2

have the same sign. On the other hand, a fluctuation in
the central bond J12 changes energies by (δE1, δE2) ∝
(−1, 1), which decays as (δE1, δE2) ∝ −e−3γt/N (−1, 1).
Therefore, current fluctuations near the baths promote
positive correlations between the two subsystems, while
current fluctuations in the center of the system contribute
to negative correlation between the subsystems. The ex-
pression C12 ∝ B01−2B12+B23 reflects the positive effect
of the boundary noise B01, B23 and the negative effect of
the bulk noise B12.
To demonstrate the different possible behaviors in dif-

ferent models consider first a specific example of the lin-
ear A model in which the subsystems are ideal gases with
E = CvT , with Cv a constant specific heat and that equa-
tion Eq. (4) holds. This model of ideal gases satisfying
Fourier’s law is perhaps the simplest phenomenological
model for energy transfer. To obtain Bs

01, B
s
12, B

s
23 we

solve Eq. (5) and use Eq. (4). Substituting into Eq. (9)
we find

C12 =
Cv

27
(T0 − T3)

2

Thus C12 is positive for any T0 ̸= T3, and proportional to
the system size.
This model can be considered as a “boxed” version of

standard models for heat or particle conduction with spa-
tial dependence, known to have positive correlations in
the continuum limit [5]. Indeed, a similar line of argu-
mentation applies to continuum diffusive systems, which
conduct particles or heat. If a fluctuation in the energy
density E (x, t) decays according to a simple diffusion
∂tE = D∇2E, with D a constant diffusion coefficient, a
current fluctuation near the baths will contribute to pos-
itive correlations, while current fluctuations at the bulk
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FIG. 2: In continuum models with constant diffusivity, a cur-
rent fluctuation in the center of the system (c) relaxes to a
density fluctuation (a) which gives a negative contribution to
spatial correlations. In contrast, a current fluctuation near the
boundaries (d), adds a positive contribution to spatial corre-
lations (b).

will contribute to negative correlations. Therefore models
with stronger noise near the boundary will have positive
correlations, while models with stronger bulk noise will
have negative correlations, as illustrated in Fig. 2. This
gives a simple picture of the positive correlations found
in standard heat conduction models [5, 6] as opposed to
negative correlation found, for example, in the simple
symmetric exclusion process (SSEP) [4, 18], a standard
particle conduction model.
Indeed, a boxed version of the SSEP can be constructed

as follows. Consider a boxed model in which εi describes
the density of particles in box i. A particle then hops
from subsystem i to j with rate γεi(1 − εj) where 1 is
the maximal density of particles that each subsystem can
contain. This leads [19] to a linear A = γ(εi − εj) model
with a variance in the particle transfer between boxes
Bij = γ (εi(1− εj) + εj(1− εi)) . Using the procedure
outlined above we find here

C12 =
−N

27
(ε0 − ε3)

2 . (10)

Note that now the correlations are negative as opposed
to positive in the previous example.
We next turn to calculate the correlations in two quan-

tum examples. In the first we consider coupled Fermi
gases. In the second, treated in the Supplementary Ma-
terial, we study systems which exchange energy through
blackbody radiation. In both cases the correlations turn
out to be positive.
Ideal Fermi gas.– We now derive the correlation func-

tion starting from a quantum mechanical model of weakly
interacting Fermi gases. To derive the average energy
flow, we first consider two Fermi gases in adjacent boxes,
with Hamiltonian H = Hc + Hd + H ′, where Hc =
∑

k ϵ
c
kc

†
kck, Hd =

∑

k ϵ
d
kd

†
kdk, and H ′ = λ c†0c0d

†
0d0. In

box c (d) we label fermion operators by c, c† (d, d†), with



Simple picture for long range correlations	


Next, look at fluctuation	

near the boundaries 	

of system

3

a rate constant, setting a time scale in the model. From
the definition of R

R =
γ

N

(

−2 1
1 −2

)

.

The solution to Eq. (7) then reads

C =
N

24γ

(

7B01 + 4B12 +B23 2B01 − 4B12 + 2B23

2B01 − 4B12 + 2B23 B01 + 4B12 + 7B23

)

.

(9)
Note that at equilibrium B01 = B12 = B23, so that C is
diagonal, as expected from Eq. (1).
Interestingly, we see that the cross-correlation C12 can

be both positive or negative, depending on the sign of
B01 − 2B12+B23. We suggest the following simple inter-
pretation: current fluctuations transfer energy along the
different bonds. The fluctuations relax by the average
dynamics d

(

δEi

)

/dt =
∑

j RijδEj . Consider a current
fluctuation near a bath, say in J01, which changes the
energies by (δE1, δE2) ∝ (1, 0). This fluctuation relaxes
according to the sum of the modes of R, (δE1, δE2) ∝
e−γt/N (1, 1) − e−3γt/N (−1, 1), for which δE1 and δE2

have the same sign. On the other hand, a fluctuation in
the central bond J12 changes energies by (δE1, δE2) ∝
(−1, 1), which decays as (δE1, δE2) ∝ −e−3γt/N (−1, 1).
Therefore, current fluctuations near the baths promote
positive correlations between the two subsystems, while
current fluctuations in the center of the system contribute
to negative correlation between the subsystems. The ex-
pression C12 ∝ B01−2B12+B23 reflects the positive effect
of the boundary noise B01, B23 and the negative effect of
the bulk noise B12.
To demonstrate the different possible behaviors in dif-

ferent models consider first a specific example of the lin-
ear A model in which the subsystems are ideal gases with
E = CvT , with Cv a constant specific heat and that equa-
tion Eq. (4) holds. This model of ideal gases satisfying
Fourier’s law is perhaps the simplest phenomenological
model for energy transfer. To obtain Bs

01, B
s
12, B

s
23 we

solve Eq. (5) and use Eq. (4). Substituting into Eq. (9)
we find

C12 =
Cv

27
(T0 − T3)

2

Thus C12 is positive for any T0 ̸= T3, and proportional to
the system size.
This model can be considered as a “boxed” version of

standard models for heat or particle conduction with spa-
tial dependence, known to have positive correlations in
the continuum limit [5]. Indeed, a similar line of argu-
mentation applies to continuum diffusive systems, which
conduct particles or heat. If a fluctuation in the energy
density E (x, t) decays according to a simple diffusion
∂tE = D∇2E, with D a constant diffusion coefficient, a
current fluctuation near the baths will contribute to pos-
itive correlations, while current fluctuations at the bulk
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FIG. 2: In continuum models with constant diffusivity, a cur-
rent fluctuation in the center of the system (c) relaxes to a
density fluctuation (a) which gives a negative contribution to
spatial correlations. In contrast, a current fluctuation near the
boundaries (d), adds a positive contribution to spatial corre-
lations (b).

will contribute to negative correlations. Therefore models
with stronger noise near the boundary will have positive
correlations, while models with stronger bulk noise will
have negative correlations, as illustrated in Fig. 2. This
gives a simple picture of the positive correlations found
in standard heat conduction models [5, 6] as opposed to
negative correlation found, for example, in the simple
symmetric exclusion process (SSEP) [4, 18], a standard
particle conduction model.
Indeed, a boxed version of the SSEP can be constructed

as follows. Consider a boxed model in which εi describes
the density of particles in box i. A particle then hops
from subsystem i to j with rate γεi(1 − εj) where 1 is
the maximal density of particles that each subsystem can
contain. This leads [19] to a linear A = γ(εi − εj) model
with a variance in the particle transfer between boxes
Bij = γ (εi(1− εj) + εj(1− εi)) . Using the procedure
outlined above we find here

C12 =
−N

27
(ε0 − ε3)

2 . (10)

Note that now the correlations are negative as opposed
to positive in the previous example.
We next turn to calculate the correlations in two quan-

tum examples. In the first we consider coupled Fermi
gases. In the second, treated in the Supplementary Ma-
terial, we study systems which exchange energy through
blackbody radiation. In both cases the correlations turn
out to be positive.
Ideal Fermi gas.– We now derive the correlation func-

tion starting from a quantum mechanical model of weakly
interacting Fermi gases. To derive the average energy
flow, we first consider two Fermi gases in adjacent boxes,
with Hamiltonian H = Hc + Hd + H ′, where Hc =
∑

k ϵ
c
kc

†
kck, Hd =

∑

k ϵ
d
kd

†
kdk, and H ′ = λ c†0c0d

†
0d0. In

box c (d) we label fermion operators by c, c† (d, d†), with

At later times spreads	

generating	

positive correlations

3

a rate constant, setting a time scale in the model. From
the definition of R

R =
γ

N

(

−2 1
1 −2

)

.

The solution to Eq. (7) then reads

C =
N

24γ

(

7B01 + 4B12 +B23 2B01 − 4B12 + 2B23

2B01 − 4B12 + 2B23 B01 + 4B12 + 7B23

)

.

(9)
Note that at equilibrium B01 = B12 = B23, so that C is
diagonal, as expected from Eq. (1).
Interestingly, we see that the cross-correlation C12 can

be both positive or negative, depending on the sign of
B01 − 2B12+B23. We suggest the following simple inter-
pretation: current fluctuations transfer energy along the
different bonds. The fluctuations relax by the average
dynamics d

(

δEi

)

/dt =
∑

j RijδEj . Consider a current
fluctuation near a bath, say in J01, which changes the
energies by (δE1, δE2) ∝ (1, 0). This fluctuation relaxes
according to the sum of the modes of R, (δE1, δE2) ∝
e−γt/N (1, 1) − e−3γt/N (−1, 1), for which δE1 and δE2

have the same sign. On the other hand, a fluctuation in
the central bond J12 changes energies by (δE1, δE2) ∝
(−1, 1), which decays as (δE1, δE2) ∝ −e−3γt/N (−1, 1).
Therefore, current fluctuations near the baths promote
positive correlations between the two subsystems, while
current fluctuations in the center of the system contribute
to negative correlation between the subsystems. The ex-
pression C12 ∝ B01−2B12+B23 reflects the positive effect
of the boundary noise B01, B23 and the negative effect of
the bulk noise B12.
To demonstrate the different possible behaviors in dif-

ferent models consider first a specific example of the lin-
ear A model in which the subsystems are ideal gases with
E = CvT , with Cv a constant specific heat and that equa-
tion Eq. (4) holds. This model of ideal gases satisfying
Fourier’s law is perhaps the simplest phenomenological
model for energy transfer. To obtain Bs

01, B
s
12, B

s
23 we

solve Eq. (5) and use Eq. (4). Substituting into Eq. (9)
we find

C12 =
Cv

27
(T0 − T3)

2

Thus C12 is positive for any T0 ̸= T3, and proportional to
the system size.
This model can be considered as a “boxed” version of

standard models for heat or particle conduction with spa-
tial dependence, known to have positive correlations in
the continuum limit [5]. Indeed, a similar line of argu-
mentation applies to continuum diffusive systems, which
conduct particles or heat. If a fluctuation in the energy
density E (x, t) decays according to a simple diffusion
∂tE = D∇2E, with D a constant diffusion coefficient, a
current fluctuation near the baths will contribute to pos-
itive correlations, while current fluctuations at the bulk
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FIG. 2: In continuum models with constant diffusivity, a cur-
rent fluctuation in the center of the system (c) relaxes to a
density fluctuation (a) which gives a negative contribution to
spatial correlations. In contrast, a current fluctuation near the
boundaries (d), adds a positive contribution to spatial corre-
lations (b).

will contribute to negative correlations. Therefore models
with stronger noise near the boundary will have positive
correlations, while models with stronger bulk noise will
have negative correlations, as illustrated in Fig. 2. This
gives a simple picture of the positive correlations found
in standard heat conduction models [5, 6] as opposed to
negative correlation found, for example, in the simple
symmetric exclusion process (SSEP) [4, 18], a standard
particle conduction model.
Indeed, a boxed version of the SSEP can be constructed

as follows. Consider a boxed model in which εi describes
the density of particles in box i. A particle then hops
from subsystem i to j with rate γεi(1 − εj) where 1 is
the maximal density of particles that each subsystem can
contain. This leads [19] to a linear A = γ(εi − εj) model
with a variance in the particle transfer between boxes
Bij = γ (εi(1− εj) + εj(1− εi)) . Using the procedure
outlined above we find here

C12 =
−N

27
(ε0 − ε3)

2 . (10)

Note that now the correlations are negative as opposed
to positive in the previous example.
We next turn to calculate the correlations in two quan-

tum examples. In the first we consider coupled Fermi
gases. In the second, treated in the Supplementary Ma-
terial, we study systems which exchange energy through
blackbody radiation. In both cases the correlations turn
out to be positive.
Ideal Fermi gas.– We now derive the correlation func-

tion starting from a quantum mechanical model of weakly
interacting Fermi gases. To derive the average energy
flow, we first consider two Fermi gases in adjacent boxes,
with Hamiltonian H = Hc + Hd + H ′, where Hc =
∑

k ϵ
c
kc

†
kck, Hd =

∑

k ϵ
d
kd

†
kdk, and H ′ = λ c†0c0d

†
0d0. In

box c (d) we label fermion operators by c, c† (d, d†), with



Correlations in system dictated by interplay of two	

processes:	

!
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�(⇢(1))�(⇢(0)) �(⇢(1/2))

�(⇢)

⇢

- If noise near the boundaries in weaker 	

  negative correlations

- If noise near the boundaries is stronger	

  positive correlations
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Easy to understand within a simple two box system
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Transport-induced correlations in weakly interacting systems

Guy Bunin1, Yariv Kafri1, Vivien Lecomte2, Daniel Podolsky1 and Anatoli Polkovnikov3
1 Department of Physics, Technion, Haifa 32000, Israel,

2 Laboratoire Probabilités et Modèles Aléatoires, UMR7599 CNRS,
Université Pierre et Marie Curie & Université Paris Diderot, 75013 Paris, France,

3 Department of Physics, Boston University, Boston, MA 02215, USA.
(Dated: today)

We study spatial correlations in the transport of energy between two baths at different temper-
atures. To do this, we introduce a minimal model in which energy flows from one bath to another
through two subsystems. We show that the transport-induced energy correlations between the two
subsystems are of the same order as the energy fluctuations within each subsystem. The correlations
can be either positive or negative and we give bounds on their values which are associated with a
dynamic energy scale. The different signs originate as a competition between fluctuations generated
near the baths, and fluctuations of the current between the two subsystems. This interpretation
sheds light on known results for spatially-dependent heat and particle conduction models.

The physics of systems in and out of equilibrium can
differ in dramatic ways. For example, in equilibrium,
one-dimensional systems with short range interactions
cannot show long-range correlations at positive temper-
atures. By contrast, in systems away from equilibrium
long-range correlations are known to form when there is
a steady-state current of a conserved quantity [1–3]. For
diffusive systems this has been calculated for models of
particle and heat transport [4–7], and measured in heat-
transport experiments [3, 8].
In this paper, we study a minimal model for the forma-

tion of correlations during the transport of a conserved
quantity. We focus primarily on energy, but also show an
example in which the same model is used to describe the
transport of particles. The model consists of two systems
and two baths, arranged in a chain as shown in Fig. 1.
The total energy of the system is Etot = E1 +E2 +Eint,
where E1,2 denotes the energy of the subsystems and Eint

is the interaction energy between the two subsystems, and
also between the subsystems and the baths. We assume
that the different components interact weakly, as is as-
sured for example when the interactions are short range
and the links between the components do not scale with
system size. This means that the interactions allow en-
ergy to flow, but can be neglected in any energetic calcu-
lation. In equilibrium, i.e. when the temperatures of the
two baths are equal, T0 = T3, the probability of subsys-

T0 E1 E2 T3

J01 J12 J23

FIG. 1: Heat conduction through a pair of systems. Subsys-
tems 1 and 2 have energies E1 and E2 respectively. The baths
have temperatures T0, T3. The currents of energy between the
different parts are J01, J12, J23, see figure.

tem 1 to be in state s1 and subsystem 2 to be in state s2
is given to leading order in system size by

P (s1, s2) =
1

Z
e−βEtot ≈

1

Z
e−βE1(s1)e−βE2(s2)

where β = 1/T0 and Z is the partition function. It follows
immediately that the energy correlations vanish

⟨E1E2⟩β − ⟨E1⟩β ⟨E2⟩β = 0 , (1)

where ⟨. . .⟩β denotes a thermal average.
In this Letter we use this minimal model to explain

the mechanism by which long range correlations develop
in systems away from equilibrium, i.e. when T0 ̸= T3,
despite the negligible interaction energies. These corre-
lations are related to an energy scale associated with the
current transversing the system. We apply our formal-
ism to several examples, both classical and quantum, and
show that the correlations can be both positive and nega-
tive. We give a simple picture to explain the appearance
and sign of the correlation, and which also sheds light on
continuous diffusive systems.
The correlations discussed in this Letter can in princi-

ple be measured in various systems. For example, corre-
lations of the electric charge can be measured in double
quantum dot experiments [9], and in small analog elec-
tronic circuits. The latter can also be used to measure
heat fluctuations [10]. Such setups have been used in ex-
perimental studies of fluctuation relations [10, 11].
The model.– The currents between the different com-

ponents of the system are denoted by J01, J12, J23, see
Fig. 1. Conservation of energy implies that

dE1

dt
= J01 − J12 ,

dE2

dt
= J12 − J23 . (2)

We consider simple dynamics, where the current fluctua-
tions are modeled by white noise. Separating fluctuations

⇢0 ⇢1 ⇢2 ⇢3

`Boxed fluctuating hydrodynamics’



Next, large deviation (Question 3):	

!

probability of an arbitrary configuration	

!

 - Exact solutions (Derrida, Lebowitz, Speer)  

- Macroscopic fluctuation theory (Bertini, Jona-Lasinio, based on 
  large deviations literature Freidlin, Wentzel, Varadhan....)	

!
  (see paper by Tailleur, Kurchan and Lecomte 2008)



Macroscopic fluctuation theory

@t⇢(x) +r · J = 0

J = �D(⇢)r⇢+
p

�(⇢)⌘(x, t)

� (⇢) = 2kBT⇢
2 (⇢)D (⇢)

or

P [⌘(x, t)] / e

�N

R (J+D(⇢)r⇢)2

2�(⇢) dxdt ⌘ e

�NS

Large N - use saddle-point/wkb	

(hard - nonlinear field equations)

The probability of a history of noise is	

!
! P [⌘(x, t)] / e

�N

R
⌘(x,t)2

2 dxdt



Usually solve Hamiltonian version of saddle-point	

equations	


!
Introduce Lagrange multiplier to fix current

Z
dxdt⇢̂(x)(@t⇢+r · J)

@
t

⇢ = @2
x

⇢� 2@
x

(� (⇢) @
x

⇢̂)

@
t

⇢̂ = � (@
x

⇢̂)2 · @
x

� (⇢)� @2
x

⇢̂,

get

momentum 
Non-linear	


(Could have got here via Martin-Siggia-Rose	

and saddle-point)



Note,  in the large N limit given that a fluctuation	

occurred its history is deterministic



Illustration of idea

One dimensional brownian particle in periodic potential (weak noise)

Most probable location

P (x, t = 1)Want probability distribution in steady state

Look at problem  1. particle starts at              in most probably state 	

                           2. ends at x at 	

                           
                     saddle point to find most probably history 
                                           (instanton)  

t = �1
t = 0

(WKB - see Graham, Tel, Dykman, .......)

P [⌘(x, t)] / e

� 1
✏

R
dt(@tx�F (x))2

F (x) = �@

x

V (x)

@tx = F (x) +
p

✏/2⌘(t)

h⌘(t)⌘(t0)i = �(t� t0)



Comment: Problem above in equilibrium. 	

!

               Time reversal symmetry (ala Onsager)	

Path to fluctuation same as	


relaxation to most probably state

Makes hard problem relatively easy



For diffusive fields - same idea

P [⌘(x, t)] / e

�N

R (J+D(⇢)r⇢)2

2�(⇢) dxdt ⌘ e

�NS

Look for most probably history that leads to	

configuration of interest at         starting from most 
probable at 

t = 0

t = �1

Technically minimize over         subject to constraint  J, ⇢ @t⇢+rJ = 0

Rare%event%



Result of calculation

P [⇢(x)] / e

�N�[⇢(x)]

Called Large Deviation Functional 
!

It is the direct analog of a free energy away from equilibrium

Recap  
systematic way to calculate probability of	


arbitrary configuration for diffusive systems



Results to date

- Exact solution for            and                          only in 1d	

   (obtained first via microscopic path by Derrida et. al. 2002)  

D = 1

Note - nonlocal a direct manifestation of the long range  
            correlations (very different from equilibrium)  

            Can also show a smooth functional (exception see below)

�(⇢) = a+ b⇢+ c⇢2

For example,             ,  D = 1

⇢(x) = F (x) + F (x)(1� F (x))
r2

F

(rF )2

F (⇢(x)) =
Z 1

0
dx


(1� ⇢(x)) ln

1� ⇢(x)
1� F (x)

+ ⇢(x) ln
⇢(x)
F (x)

+ ln
rF

⇢(1)� ⇢(0)

�
�[⇢(x)]

where

�(⇢) = 2⇢(1� ⇢)



- Numerical algorithm evaluate probability of a given  
  configurations (Bunin, YK, Podosky 2012)    

 

    1. Allows one to explore general models  
                             and in any dimension  

  2. Gives a hint on how to build perturbative treatment



Non-differentiable (non-local) functionals 

 Bertini et. al. 2011 (infinite bulk drive)  
 Bunin, YK, Podosky 2012 (no bulk drive + rough conditions 
                                       + structure of singularity)  

Example:	

Boundary Driven	

Ising Model



Recall that find path that leads to configuration.	


⇢

x

!

For this model find that sometimes there are  
multiple	


saddle point solutions



the occurrence of multiple paths	

leads to a singular	


large deviation functions.	

Appears in a plane of codimension 1 in the 

configuration space	

with smooth equation parameters

Some intuition why can have singularities in non-equilibrium  
(warning mechanism very different!)	


Biased Brownian walker periodic boundary conditions 	

(large literature on low dimensional low noise - Graham, Tel, Dykman)

Most probably path

P (x)

xTwo competing saddle point solutions 

Drive



Note breaking of time reversal symmetry

Create fluctuation

Relax from fluctuation

For diffusive fields this is true for all configurations	

(not just singular)



To see singularities look at 2d cross-sections	

first smooth case (SSEP)

⇢(1/3)

⇢(2/3)

most probable config

One history leading to every final configuration

4
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FIG. 2. Model definitions. The functions σ (ρ) and D (ρ) for
(a) the BDI model, and (b) the QS model.

each of which can be either occupied (“1”) or empty
(“0”). The model depends on two rate parameters δ and
ε. The jump rate from site i to site i+1 depends on the
occupation at sites i−1 to i+2 according to the following
rules:

0100
1+δ→ 0010, 1101

1−δ→ 1011 ,

1100
1+ε→ 1010, 1010

1−ε→ 1100 ,

and their spatially inverted counterparts with identical
rates.
For equilibrium BCs, e.g., periodic BCs, the dynamics

admits an Ising probability distribution P ∝ exp (−βE)
with

E =
∑

i

(1− 2ni) (1− 2ni+1) + µ
∑

i

(1− 2ni) .

This energy describes nearest neighbor interactions, and
a chemical potential term. β is related to ε by exp (4β) =
(1 + ε) / (1− ε), and µ fixes the average density. The pa-
rameter δ does not affect the stationary state, but does
enter into the dynamical behavior of the model. For each
parameter set (ε, δ) one can write implicit analytic equa-
tions for D (ρ) ,σ (ρ) which can then be inverted numer-
ically. The calculation is described in Appendix A. Fig.
2(a) shows D (ρ) and σ (ρ) for (ε, δ) = (0.05, 0.995). As
can be seen, D (ρ) is peaked and σ (ρ) has a local mini-
mum around ρ = 1/2. This will be a key feature of the
model.

2. The quadratric-σ (QS) model

The model is defined by constant D and σ (ρ) =
c (ρ− b)2 + a, with a, c > 0, so that σ (ρ) is a parabola
clear above the axis. Upon the rescaling

ρ→
√

a

c
ρ+ b , J → D

√

a

c
J ,

x → x , t → t/D , S → cS/D

the model can be brought to a standard form defined by
D = 1 and σ (ρ) = ρ2 + 1, see Fig. 2(b). This standard

form will be used throughout the text. Note that the
BCs of the density map accordingly.
The QS model has the advantage that it is analytically

tractable [12]: the LDF is given by φ [ρf ] = minφext,
where φext are extremal values of the action given by

φext =

∫ 1

0
dx

{

f (ρf (x) , g (x))− ln
g′ (x)

ρ̄′ (x)

}

. (5)

Here f (ρ, g) is defined in Eq. (4) and g (x) is an auxiliary
function satisfying the differential equation

0 =
g (x)− ρf (x)

σ (g (x))
−

g′′ (x)

[g′ (x)]2
, (6)

with BCs g (0) = ρL, and g (1) = ρR. Note that as D =
1, the most probable configuration ρ̄ (x) is linear, with
ρ̄ (0) = ρL and ρ̄ (1) = ρR. Each of the solutions of Eq.
(6), when used in Eq. (5), gives φext of an extremal path
[28].

B. The use of cross-sections

Below we demonstrate the existence of LDSs in the
models defined above. As the phase-space is infinite di-
mensional, the structure of φ is hard to visualize. For
many purposes it is sufficient to consider two-dimensional
cross-sections of the infinite-dimensional phase-space.
To this end, in most of what follows, out of the phase-

space of final profiles ρf (x) we restrict ourselves to those
parametrized by just two variables, of the form

ρf (x) = ρ̄ (x) + α1 sinπx+ α2 sin 2πx . (7)

This is a cross-section in the phase-space of final states.
(Note that in Appendix B we use a different form.) It
will be more convenient to parametrize these profiles us-
ing ρf (1/3) and ρf (2/3) instead of α1,α2. We stress
that this choice is rather arbitrary and that the singular-
ity described occupies a space of co-dimension 1 in the
infinite-dimensional phase space.
In order to visualize trajectories ρ (x, t) leading to

ρf (x), we plot ρ (x = 2/3, t) against ρ (x = 1/3, t). Note
that here we do not constrain ρ (x, t) at intermediate
times to be of the form in Eq. (7).

C. Non-unique path minimizers and the LDS

As we now show, in both the BDI and the QS models,
there are certain states ρf for which there exists more
than a single history ρ (x, t) that extremalizes the action
in Eq. (3). In order to find multiple extremal solutions
we use different techniques, depending on the model.
In the QS model we look for solutions to the differential

equation (6). These are found using a shooting method
[29], in which Eq. (6) is integrated from x = 0 to x = 1,
with initial conditions g (0) = ρL, and g′ (0) = c. The



For boundary driven Ising model (2d cut)

Mul$ple'path+
region+

Similar to first order line ending at	

``critical point’’

Bunin, YK, Podosky 2013 

The value of the function



Motivated by similarities to critical phenomena 
look at order parameter

� = k�⇢k

k�⇢k2 =

Z
dxdt [⇢2(x, t)� ⇢1(x, t)]

2

two locally minimizing histories

Can construct a Landau theory	

with `                ‘

6

needed in order for an LDS to exist. In both models, gen-
erally we find (data not shown) that as the value ρR−ρL
is decreased, the region with multiple solutions is pushed
away from ρ̄. However, in contrast to the QS model
where ρ is unbounded, in the BDI model ρ is bounded
(0 ≤ ρ ≤ 1). Hence below some threshold value, no LDS
is found in the BDI model. Similarly, by tuning ε and δ
in the BDI model, D and σ can be continuously varied
from the simple symmetric exclusion model with D = 1
and σ = 2ρ (1− ρ), for which the LDF φ is known to
be smooth, to the model discussed above. The singular-
ity appears when the dip in σ (ρ) /D (ρ) is deep enough
(data not shown).
To summarize, in both models we find LDSs when the

function σ (ρ) /D (ρ) has a (deep enough) local minimum.
Numerical experiments indicate that this is indeed, more
generally, the requirement. Recall that by fluctuation-
dissipation, the ratio is related to the compressibility
σ (ρ) /D (ρ) = 2kBTρ2κ (ρ). The profiles where the LDS
is found always have a shape similar to that in Fig. 3(b)
and Fig. 4. Intuitively, the existence of multiple locally-
minimizing histories leading to the same ρf is due to
the favorable action due to large σ (ρ) on certain trajec-
tories, utilizing densities on either side of the minimum
in σ (ρ). A similar argument can be given for the ratio
σ (ρ) /D (ρ). The existence and exact location of the LDS
depends on the full functional form of σ (ρ) and D (ρ).
It would be of interest to find precise criteria.

IV. STRUCTURE OF CUSP

As discussed above, the structure of the LDS is similar
in different models. Consider ρf in some fixed 2d cross-
section of the full phase-space, e.g., the cross-section de-
fined in Eq. (7). As can be seen in Fig. 5(b), the switch-
ing line ends at a single profile (a point in the cross-
section), which we denote by ρcuspf (x). This is much
like a first-order transition line ending at a second order
point. We now discuss the behavior of the LDF φ [ρf ]
near ρcuspf , as a function of ρf and N . As we now show,
in the simplest scenario φ behaves like in a Landau mean-
field second order phase transition, or a “cusp catastro-
phe” in the language of catastrophe theory [30, 31].
The discussion builds on previous results pertaining to

systems with few degrees of freedom [15, 17–19, 33]. The
singularity structure is well understood in such systems,
where catastrophe theory is applicable. The extension to
fields requires care, as we show below, see discussion at
the end of this section. We first present the theoretical
considerations. Appendices C and D verify the prediction
for the QS and BDI models.

A. Multiple minima near the cusp

The action S [ρ, J ] is a functional of both ρ and J .
The dependence of S on the current J is quadratic, and

ρ

a

ρ1

ρ2

ρ
cusp
f

ρf

∆

FIG. 6. Definition of quantities near the cusp. Dashed line -
switching line.

at fixed ρ the minimum over J , subject to Eq. (1), is
unique. It will therefore be convenient to work with the
action after J has been minimized:

s [ρ] = min
J

S [ρ, J ] .

For a given ρf on the switching line there are two his-
tories, ρ1 (x, t) and ρ2 (x, t), which minimize the action,
as in Fig. 4. We introduce

a =

[
∫

(

ρf − ρcuspf

)2
dx

]1/2

as the distance of the final configuration ρf from ρcuspf ,
see Fig. 6. We define a coordinate system, (a, b) on the
cross-section, with ρcuspf at the origin, â directed along
the switching line and positive on the switching line, and
b̂ orthogonal to the switching line. In analogy with Lan-
dau mean-field theory, a plays the role of (Tc − T ) and b
the role of the magnetic field.
Close to the cusp, when moving in the positive a direc-

tion, for small enough |b|, s has two locally-minimizing
solutions, ρ1 and ρ2. Let (see Fig. 6)

ρavg
(a,b)

(x, t) =
1

2
[ρ1 (x, t) + ρ2 (x, t)] ,

δρ(a,b) (x, t) =
1

2
[ρ2 (x, t)− ρ1 (x, t)] ,

u(a,b) (x, t) = δρ(a,b)/
∥

∥δρ(a,b)
∥

∥ . (8)

and

∆ = ∥δρ∥ ,

where we quantify the distance between two histories by
∥δρ∥2 =

∫

[δρ (x, t)]2 dxdt. Here ∆ plays the role of the
amplitude of the order parameter. Note that at the cusp
∆ = 0.
On the switching line b = 0 and s [ρ1] = s [ρ2] by defi-

nition. Hence

s(a,b) (q) = s
[

ρavg(a,b) + qu(a,b)

]

has two minima, at qmin = ±∆. q is an “order param-
eter” interpolating between ρ1 and ρ2. Close to ρcuspf

a =

✓Z
dx [⇢f (x)� ⇢crit(x)]

2
◆1/2

(T � Tc)/Tc



Because have two solutions the structure of singularities 
given by a simple Ising Landau theory

x 

y 

Cusp%&p:%like%2nd%
order%phase%
transi0on%

Switching%
line:%like%1st%
order%phase2
transi0on%line%

e�N�(⇢cusp)+ 1
4 lnN

universal model independent	

(as long as singularity there)



Comments:

• Can show analytically that occurs also in model with  

 
   for   

D = 1 �(⇢) = a+ c⇢2

c > 0

• For this model occurs for any non-equilibrium  
  boundary conditions 
!

• For Boundary driven Ising model occurs only for large 
  enough boundary drive |⇢(1)� ⇢(0)|



For boundary driven appear when        has a 
`deep enough’ convex region   

�(⇢)



Natural question: Can you have more than two  
                          (locally minimizing) histories?



Weakly Asymmetric Simple Exclusion  Process

same model as before but with non-symmetric rates	


w � w =
E

N



Equation of motion

@

t

⇢ (x, t) + @

x

J (x, t) = 0

J (x, t) = �1

2
@

x

⇢ (x, t) + � (⇢)E +
p
� (⇢)⌘ (x, t) .

� (⇢) = ⇢ (1� ⇢)

Bertini et. al. (2011) showed that in the 	

infinite bias case (PASEP) there are singularities 	


with two histories. 	

Structure was not discussed.
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Figure 2. Steady states of the WASEP for different values of E. The boundary conditions are ρ0 = 0.4, ρ1 = 0.6.
As E increases, the slope of the density profile in the middle of the interval becomes steeper.

and kB is the Boltzmann constant. The system is attached to two reservoirs at x = 0 and x = 1 which impose the

boundary conditions

ρ(x = 0) = ρ0 =
α

α+ γ
; ρ(x = 1) = ρ1 =

δ

δ + β
.

Throughout the paper our interest is in the case ρ0 < ρ1 and E > 0. Namely, the boundary conditions promote

a particle current in the negative x direction and the field E promotes a particle current in the positive x direction.

The average density profile ρ̄ (x), which is also the most probable one, is obtained by solving − 1
2∂

2
xρ̄+∂xσ (ρ̄)E = 0

with the boundary conditions ρ0 and ρ1. Fig. 2 shows that as E increases it changes from a linear density profile

(E = 0) to a step-like structure whose width scales, by dimensional analysis, as 1/E (with the diffusion coefficient

set to be 1/2). In the limit E → ∞ one reproduces the steady-state obtained for the PASEP using a matrix

product ansatz [31, 32]. Note that in the general the system is out of equilibrium, except for the specific choice

E = log ρ1

1−ρ1
− log ρ0

1−ρ0
, for which that system is in equilibrium. In this case the average current is equal to zero

throughout the system.

To study the probabilities of large deviations for such a system we use the macroscopic fluctuation theory

(MFT) [33, 34]. It will also be important for describing the structure and occurrence of singularities in the LDF.

To this end, in the next section we outline the MFT for the WASEP, building on [13].

3. Macroscopic Fluctuation Theory

For our purpose it is most convenient to use a Hamiltonian approach. To this end, we use a standard Martin-

Sigga-Rose formalism. Since we are interested in the steady-state probability density we evaluate the probability

of observing a certain density profile ρf at time t = 0, given that the system was at ρ̄ at t → −∞. This is given by

P [ρf (x)] ∼
ˆ

DρDη δ (∂tρ+ ∂xJ) exp

[

−N

ˆ 0

−∞

dτ

ˆ 1

0
dx
η2

2

]

, (4)

Look at large deviations using cuts in configuration space	

Take particle hole symmetric boundary conditions	


(cleaner)

Steady-state Blythe et. al. 2000



Small Field (think SSEP) smooth

Larger field find cuspSingularities in Large Deviation Functionals of Bulk-Driven Transport Models 9
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Figure 5. An Ising-like (cusp) singularity in the small E regime. Along the plotted lines the value of LDF is
constant. The field strength is E = 40 and the boundary conditions are ρl = 0.4 ; ρr = 0.6. The solid line is the
border between the area with one minimum and the area with two minima. The dashed line is a first order transition
line. On that line, two distinct histories, which have the same statistical weight, minimize the action. All the lines
meet at an analogue of a critical point (cusp).

one dominating the LDF) until eventually for large enough a1 one of the solutions disappears. We comment that

because of numerical precision seeing the singularity in the plotted lines of equal LDF value is rather hard. Their

existence is most easily obtained by tracking where solutions appear and disappear.

To describe the singularities we follow [22] and use a Landau like theory with a Z2 symmetry. We look at the

behavior of the LDF, φ [ρ], in the vicinity of the critical configuration ρcuspf . As stated before, for a given ρf on the

switching line, there are two minimizing degenerate histories, h1 (x, t) and h2 (x, t). To build the Landau theory we

introduce

a =

[
ˆ

(

ρf − ρcuspf

)2
dx

]1/2

(19)

as the distance of the configuration ρf from ρcuspf . Then we define a coordinate system (a, b) with ρcuspf at the

origin, â directed along the switching line and positive on the switching line, and b̂ orthogonal to â. In analogy

with Landau mean-field theory, a plays the role of the temperature ‘distance’ from the critical point and b the role

of the magnetic field. Let

ρavg (x, t) =
1

2
[h1 (x, t) + h2 (x, t)] ,

δρ (x, t) =
1

2
[h1 (x, t)− h2 (x, t)] , (20)

u (x, t) = δρ/ ∥δρ∥

and

∆ = ∥δρ∥ (21)

where ∥δρ∥2 =
´

[δρ (x, t)]2 dxdt quantifies the distance between the two histories. Note that at the cusp, where

the two histories coincide, ∆ = 0. As will shortly become clear ∆, which measures the distance between the two
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Figure 3. Two histories starting at the steady state profile (solid line), and leading to the same density profile with
a2 = 0.3, a1 = 0, a4 = 0 in Eq. 17 and E = 40, ρ0 = 0.4 with ρ1 = 0.6. The two histories have the same statistical
weight. One of the histories is depicted by dashed lines, and the other one by a dotted lines. Each line represents
the density profile at a specific time, with the arrows showing the direction of the evolution in time.

end, we consider configurations of the form

ρf (x) = ρ̄(x) + a1 sin (πx) + a2 sin (2πx) + a4 sin (4πx) . (17)

a1, a2 and a4 loosely measure the size of the deviation from the most probable configuration ρ̄(x) at different

wavelengths. Their values are constraint since the density is bound between 0 ≤ ρ(x) ≤ 1. We have verified that

the exact choice of the functions (sine or other) describing the long wavelength behavior is not important for the

overall structure of the results presented.

Our interest, as stated above, is identifying configurations at which the LDF is singular. As will become

evident, to do so it is useful to employ the symmetries of the problem. We consider boundary conditions such that

ρ0 = 0.5− δ ; ρ1 = 0.5 + δ . (18)

Note that under this choice of boundary conditions ρ̄(x) satisfies a particle-hole symmetry so that under the exchange

x → −x and ρ→ 1−ρ the most probable profile returns to itself. While a structure similar to what we find emerges

for other choices of boundary conditions the results have a simpler form for this choice. In particular, for this choice

a2 and a4 are deviations from ρ̄(x) which satisfy the particle-hole symmetry while a1 breaks the symmetry.

Following the procedure outlined above we use the mapping, Eq. 15, to scan systematically, on the finite

dimensional cuts, for cases where multiple saddle point solutions occur by looking for multiple ϕ solutions of the

differential equation for the same ρf . This is carried out numerically by using an extended ’shooting’ algorithm [37]

whose details are given in Appendix A. For the purpose of the discussion here we note that eventually the solutions

are obtained by breaking the interval [0, 1] to L bins. The accuracy of the solution increases with L.

We now describe the singular structures which we identify using this method.

a4 = 0



Increase field further 	

and find tricritical analogues	
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Figure 7. ’Phase diagrams’ in the a2, a4 plane for (a) E = 50, (b) E = 40 and (c) E = 25 (from top to bottom). The
numbers denote the number of locally minimizing solutions in the plane. Along the thin line the value of the LDF
is constant. The thick solid lines are borders between areas with different numbers of locally minimizing histories
(they are not necessarily transition lines). The tip of the three minima area is where the tricritical-like point resides.
In (a) the dashed line (a guide to the eye) is a first order transition line where all three minima give the same value
for the action, and the LDF shows a singularity structure manifested in a clear “break” of the equipotential lines.
Below this line, the single minimum has the lowest value, and above this line the two degenerate minima have a
lower value and they determine the value of the LDF. The border between the one minimum and two minima area
is a second order transition line. In (b) the first order transition line almost overlaps the line separating the one and
the three minima areas, so we do not show it. Note how the three minima area is not seen for (c) E = 25 and only
a cusp singularity remains (the transition is on the boundary between one and two minima).



At infinite field (PASEP) can show analytically	

 that there are configurations 	


where s histories lead to the same configuration	

MAP EXACTLY TO LANDAU THEORY

Cusp
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Note that the coefficient of m4 is positive near the critical point. Following a standard Landau theory it is clear

that the structure of G (m) implies that there is a first-order like transition line (on which the derivative of the LDF

has a discontinuity) ending in a critical-point analogue. Furthermore, as before this implies that approaching the

critical point along this line the minimizing value of m, denoted by m⋆ gives m⋆ ∝ (δ− πa2)
1/2 with other standard

Landau theory results following.

Fig. 8 demonstrates the results of a numerical calculation of the number of minima for G (a1, a2, m) around

the critical point, and of the value of m⋆. At each point (a1, a2) in the configuration space the order parameter is

the value of m which minimizes G (a1, a2, m). This value is obtained by minimizing G numerically. The region in

configuration space where two locally minimizing solutions exist is also shown.
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Figure 8. The ’phase diagram’ for profiles of the form ρf (x) = 1

2
− δ + 2δ · x + a1 sin (πx) + a2 sin (2πx) with

δ = 0.1, which demonstrates an Ising singularity (or cusp catastrophe). The background color represents the value
of the order parameter (black is for lower values, white for higher values). The insets show the function G(m) in
different areas of the phase space. The dashed line represents the border between a one minimum area in G, and a
two minima area. The solid line represents a first order transition. The point where all the lines meet is the analogue
of a critical point.

5.1.2. Tricritical point analogue (butterfly catastrophe): We now move to look at profiles in the subspace of

configurations defined by

ρf (x) =
1

2
− δ + 2δ · x+ a1 sin (πx) + a2 sin (2πx) + a4 sin (4πx) . (36)

In a manner similar to the one we used to find the cusp critical point, we look at the first six coefficients of Eq. 29

to find

c1 = a1 , (37a)

c2 = (δ − πa2 + 2πa4) , (37b)

c3 = −
π2

6
a1 , (37c)

c4 =
π3

3
(a2 − 8a4) , (37d)

Singularities in Large Deviation Functionals of Bulk-Driven Transport Models 16

c5 =
π4

120
a1 , (37e)

c6 =
2π5

45
(−a2 + 32a4) . (37f)

Higher order terms do not vanish. Using standard arguments a proper choice of c1, c2, c3, c4, c5, c6 which gives m⋆

small, justifies the truncation of the series. It is rather straightforward to check that these values correspond to

a realizable configuration where 0 ≤ ρf (x) ≤ 1. Similar to an expansion about a tricritical point (or a butterfly

catastrophe) we find

G (m) ≃ 2 log

(

1 + δ

1− δ

)

·
(

c0 + a1m+ (δ − πa2 + 2πa4)m
2 −

π2

6
a1m

3 (38)

+
π3

3
(a2 − 8a4)m

4 +
2π5

45
(−a2 + 32a4)m

6

)

,

where the tricritical point is specified by

(a⋆1, a
⋆
2, a

⋆
4) =

(

0,
4

3

δ

π
,
δ

6π

)

. (39)

Note that the coefficient of m6 around the tricritical point is positive. On the a1 = 0 plane there is an analogue of a

λ-line [38], with a second order phase transition line connected to a first-order transition line at the tricritical point.

As we approach that point along the a2 = 8a4 line the order parameter behaves as m⋆ ∝ (δ − πa2 + 2πa4)
1/4.

Fig. 9 demonstrates the above structure on the plane a1 = 0. It is essentially a textbook tricritical behavior

in configuration space. The figure also shows the corresponding G(m) at different locations in the plane.
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Figure 9. The ’phase diagram’ for ρf (x) = ρ0 + 2δ · x+ a2 sin (2πx) + a4 sin (4πx) with δ = 0.1. The background
color represents the order parameter (black is for lower values, gray is for higher values), where a lower value was
chosen where there were two competing values (due to the symmetry). The phase space is divided into 4 regions.
In region (I) there is one minimum (corresponding to a symmetric history), in region (II) there are two symmetric
minima, and in regions (III) and (IV) there are three different minima. The solid red line is a first order transition
line where three different minimizing solutions coexist. The red-white line is a second order transition. The upper
dashed white line is a crossing between having one/three minima, and the lower dashed white line is a crossing where
one minimum transforms to a maximum and two extra minima. The blue dot where all the lines meet is a tricritical
point . The insets show the function G(m) in different areas of the phase space.

5.1.3. Multicritical points: With the above examples of singular behavior it is natural to ask if configurations

where more than three locally minimizing solutions, which all give the same value of the LDF, exist. In analogy

Tricritical



Slightly different: Casimir Forces in Diffusive Systems



Recall generic long-range correlations	

!

Many times presence of long ranged	

correlations associated with 	

fluctuation induced forces	


!

Casimir, Critical point (Fisher, de Gennes),	

Goldstone modes (Kardar et. al.)



Fluid dynamics case 

Pressure modification due to fluctuations in fluid dynamics shown 	

by Kirkpatrick et. al, PRL (2013)

P / �kBT (r⇢)2L⇥ g(x)

L

⇢l ⇢r

vanishes at boundaries



L

dρ ρ
l r

Can calculate force between plates for simple models.	

For hard core gas attractive (relatively small force)

F / �kBT

d
(r⇢)2L2

For other models can have repulsive

(YK, M. Kardar)

Diffusive systems 

Note, absent at linear response level



Summary

1. Out of equilibrium large deviation functionals are both generically non-local due   
   to long-range correlations and can be singular.
2. Well defined method to analyze singular structure, can classify.	

3. Can roughly know which models are singular and which are not (no bulk bias)  
4. Casimir like forces

1. Higher dimensions? 
2. Systematic perturbation theory?
3. Is there an influence of the singularities on small fluctuations?
4.  Approach to ordered phases? 	

5. Simple effective low dimensional models

G. Bunin, Y. Kafri, V. Lecomte, D. Podolsky and A. Polkovnikov, Journal of Statistical Mechanic, P080015 (2013).
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