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Figure 1: The Higgs mass in the MSSM as a function of the lightest top squark mass, m
˜t1 , with

red/blue solid lines computed using Suspect/FeynHiggs. The two upper lines are for maximal
top squark mixing assuming degenerate stop soft masses and yield a 124 (126) GeV Higgs mass
for m

˜t1 in the range of 350–600 (500–800) GeV, while the two lower lines are for zero top squark
mixing and do not yield a 124 GeV Higgs mass for m

˜t1 below 3 TeV. Here we have taken
tan � = 20. The shaded regions highlight the di↵erence between the Suspect and FeynHiggs
results, and may be taken as an estimate of the uncertainties in the two-loop calculation.

the Higgs doublets, �SHuHd, that is perturbative to unified scales, thereby constraining � . 0.7

(everywhere in this paper � refers to the weak scale value of the coupling). The maximum mass

of the lightest Higgs boson is

m2

h = M2

Z cos2 2� + �2v2 sin2 2� + �2t , (2)

where here and throughout the paper we use v = 174 GeV. For �v > MZ , the tree-level

contributions to mh are maximized for tan � = 1, as shown by the solid lines in Figure 2,

rather than by large values of tan � as in the MSSM. However, even for � taking its maximal

value of 0.7, these tree-level contributions cannot raise the Higgs mass above 122 GeV, and

�t & 28 GeV is required. Adding the top loop contributions allows the Higgs mass to reach

125 GeV, as shown by the shaded bands of Figure 2, at least for low values of tan � in the region

of 1–2. In this case, unlike the MSSM, maximal stop mixing is not required to get the Higgs

heavy enough. In section 3 we demonstrate that, for a 125 GeV Higgs mass, the fine-tuning of

the NMSSM is significantly improved relative to the MSSM, but only for .6 . � . .7, near the

boundary of perturbativity at the GUT scale.
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Figure 3: Left: SM phase diagram in terms of Higgs and top pole masses. The plane is
divided into regions of absolute stability, meta-stability, instability of the SM vacuum, and non-
perturbativity of the Higgs quartic coupling. The top Yukawa coupling becomes non-perturbative
for Mt > 230 GeV. The dotted contour-lines show the instability scale ⇤I in GeV assuming
↵3(MZ) = 0.1184. Right: Zoom in the region of the preferred experimental range of Mh and Mt

(the grey areas denote the allowed region at 1, 2, and 3�). The three boundary lines correspond
to 1-� variations of ↵3(MZ) = 0.1184±0.0007, and the grading of the colours indicates the size
of the theoretical error.

The quantity �e↵ can be extracted from the e↵ective potential at two loops [107] and is explicitly
given in appendix C.

4.3 The SM phase diagram in terms of Higgs and top masses

The two most important parameters that determine the various EW phases of the SM are the
Higgs and top-quark masses. In fig. 3 we update the phase diagram given in ref. [4] with our
improved calculation of the evolution of the Higgs quartic coupling. The regions of stability,
metastability, and instability of the EW vacuum are shown both for a broad range of Mh and
Mt, and after zooming into the region corresponding to the measured values. The uncertainty
from ↵3 and from theoretical errors are indicated by the dashed lines and the colour shading
along the borders. Also shown are contour lines of the instability scale ⇤I .

As previously noticed in ref. [4], the measured values of Mh and Mt appear to be rather
special, in the sense that they place the SM vacuum in a near-critical condition, at the border
between stability and metastability. In the neighbourhood of the measured values of Mh and
Mt, the stability condition is well approximated by

Mh > 129.6GeV + 2.0(Mt � 173.35GeV)� 0.5GeV
↵3(MZ)� 0.1184

0.0007
± 0.3GeV . (59)

The quoted uncertainty comes only from higher order perturbative corrections. Other non-
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FIG. 3: Left: two dimensional 95% C.L. exclusion limits in the neutralino-stop mass plane. Our derived limits are shown in
red (with expected limits shown as a dashed line), LEP limits [63] in gray while the CMS direct stop search in the light stop
region [25] is shown in blue. Right: excluded regions for massless neutralino in the stop-top mass plane. Excluded region from
our analysis derived using the top cross section alone (i.e. without assuming prior knowledge of the top mass) are shaded in
red, while the LEP limits are shown in gray. The e↵ect of combining the �tt̄ measurement with current mt measurements
(assuming no stop contamination) is shown as a blue line. Expected limits are shown as dashed lines. For both plots we assume
right-handed stop, t̃R.

limits [63] beyond the LEP kinematical range into a re-
gion currently unconstrained by LHC direct searches.
Stop mass limits based on the top cross section may
reach and extend beyond the top mass, with the bino
LSP case being more strongly constrained at higher stop
masses and being less constrained, for t̃R decays around
80 � 100GeV, due to the less e�cient t ! t̃�0

1 decays,
see Fig. 1 (right).

In Fig. 3a we present the case where the bino mass
is allowed to move in the (mt̃, m�0

1
) plane, comparing

our limits to those obtained by other existing direct stop
searches [25, 63]. Our method is closing the stealth stop
window for low neutralino masses, m�0

1
. 20GeV, while

it is not e↵ective for higher masses because signal rates
rapidily become too low with increasing m�0

1
.

Finally, in Fig. 3b we consider the case where the as-
sumption of a known top mass is relaxed. We use the
mt dependence of �tt̄ presented in [59]. We show the
limits of this scenario in the (mt̃,mt) plane for massless
bino. If mt is not known, either due to stop contam-
ination or to theoretical uncertainties [77], an increase
in mt can reduce �tt̄, thus compensating the e↵ects of
the extra SUSY contributions. Therefore the top cross
section is now allowing a significantly larger band in the
top–stop mass plane. However a 10GeV shift in the top

mass is required to re-open the stop window all the way
below 150GeV. While this shift is likely too large to
be allowed by current top mass measurements given the
agreement across di↵erent analysis techniques and given
the O(2GeV) uncertainty on mt in the endpoint analy-
sis in [78], the precise extent of the allowed regions can
ultimately be constrained only by studying SUSY con-
tamination in top mass analyses. In Fig. 3b we also
show the limit that would be achieved by combining the
cross section measurement with a mass measurement of
mt = 173.34 ± 0.76GeV [79], in order to illustrate the
sensitivity assuming present mass measurements are not
significantly impacted by the presence of stops.

Discussion: We have introduced a novel method for
constraining light stops with precision top cross sec-
tion measurements at the LHC. The idea of using preci-
sion SM measurements to constrain BSM physics is well
known for indirect observables (like electroweak preci-
sion measurements or flavor violating observables), but
mostly unexplored at high energy colliders, such as the
LHC, where a dichotomy between “measurements” and
“searches” is often present. This type of studies can be
very powerful in covering the shortcomings of standard
searches, but clearly require high precision for both the-
ory and experiment which, at present, makes them appli-
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The Higgs sector of the MSSM depends, at tree-level, on the ratio of the vevs, tan �, and on

the pseudoscalar mass mA, which determines the mixing between the two CP even scalars. In

this section, we focus on the decoupling limit, mA � mZ , where the lightest CP even Higgs is

SM-like in its coupling and has the largest possible tree-level mass (away from the decoupling

limit, mixing drives the lightest mass eigenstate lighter). In the decoupling limit, the tree-

level Higgs mass is given by mZ cos 2� and is maximized at high tan �, but is always far below

125 GeV.

At the one-loop level, stops contribute to the Higgs mass and three more parameters become

important, the stop soft masses, mQ3 and mu3 , and the stop mixing parameter Xt = At�µ cot �.

The dominant one-loop contribution to the Higgs mass depends on the geometric mean of the

stop masses, m2

˜t
= mQ3mu3 , and is given by,

m2

h ⇡ m2

Z cos2 2� +
3

(4⇡)2
m4

t

v2


ln

m2

˜t

m2

t

+
X2

t

m2

˜t

✓
1� X2

t

12m2

˜t

◆�
. (4)

The Higgs mass is sensitive to the degree of stop mixing through the second term in the brackets,

and is maximized for |Xt| = Xmax

t =
p
6m

˜t, which is referred to as “maximal mixing.” The Higgs

mass depends logarithmically on the stop masses, which means, of course, that the necessary

stop mass depends exponentially on the Higgs mass. Therefore, an accurate loop calculation is

essential in order to determine which stop mass corresponds to a 125 GeV Higgs.

We use the Suspect [10] and FeynHiggs [11] packages to calculate the Higgs mass, which

include the full one-loop and leading two-loop contributions. In Figure 4 we give the mh = 124

and 126 GeV contours in the (Xt,m˜t) plane, with Suspect shown in red and FeynHiggs shown

in blue. For both curves, the axes are consistently defined in the DR renormalization scheme.

The left and right-handed top squark mass parameters are taken equal, mQ3 = mu3 , since the

Higgs mass depends only mildly on the ratio. As we shall show, this choice results in the lowest

fine-tuning for a given m
˜t, since the stop contribution to fine-tuning is dominated by the largest

soft mass. The loop contribution depends slightly on the choice of some of the other SUSY

parameters: we have fixed all gaugino masses to 1 TeV, the Higgsino mass to µ = 200 GeV, and

mA = 1 TeV. We find that the Suspect and FeynHiggs results have considerable di↵erences. The

two programs use di↵erent renormalization prescriptions, and we take the di↵erence between the

two programs as a rough estimate of the theoretical uncertainty in the Higgs mass calculation.

For an earlier comparison, see [23]. The uncertainty should be reduced if one takes into account

the results of recent three-loop calculations [24], although this is beyond the scope of our work.

For a detailed discussion of the two-loop calculations, see for example [25]. Fortunately, the two

programs agree to within a factor of two on the necessary stop mass in the maximal mixing

regime: m
˜t = 500� 1000 GeV for Xt ⇠

p
6m

˜t and m
˜t ⇠ 800� 1800 GeV for Xt ⇠ �p

6m
˜t, for

a Higgs mass in the 124–126 GeV range.
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Top mass combination
1403.4427 - First combination of Tevatron and LHC measurements of the top-quark mass 

LHC/Tevatron NOTE
ATLAS-CONF-2014-008

CDF Note 11071
CMS PAS TOP-13-014

D0 Note 6416

March 17, 2014

First combination of Tevatron and LHC measurements of the top-quark mass

The ATLAS, CDF, CMS and D0 Collaborations1

Abstract

We present a combination of measurements of the mass of the top quark, mtop, performed by
the CDF and D0 experiments at the Tevatron collider and the ATLAS and CMS experiments at
the Large Hadron Collider (LHC). The Tevatron data correspond to an integrated luminosity of up
to 8.7 fb�1 of proton-antiproton collisions from Run II of the Tevatron at a centre-of-mass energy
of 1.96 TeV. The LHC data correspond to an integrated luminosity of up to 4.9 fb�1 of proton-
proton collisions from the run at a centre-of-mass energy of 7 TeV. The combination includes
measurements in the tt̄ ! lepton+jets, tt̄ ! dilepton, tt̄ ! all jets and tt̄ ! Emiss

T +jets final states.
The resulting combined measurement of mtop is 173.34 ± 0.27 (stat) ± 0.71 (syst) GeV, with a total
uncertainty of 0.76 GeV.

1Work within the Tevatron Electroweak (TEV-EW-WG) and the Top Physics LHC (TOP-LHC-WG) working groups.
More information at http://tevewwg.fnal.gov and http://twiki.cern.ch/twiki/bin/view/LHCPhysics/TopLHCWG.

c� Copyright 2014 FERMILAB and CERN for the benefit of the CDF, D0, ATLAS and CMS Collaborations.
Reproduction of this article or parts of it is allowed as specified in the CC-BY-3.0 license.
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LHC-7 is on par with TeVatron
173.34± 0.27(stat) ± 0.71 (syst) GeV!

dominated by systematics



Many measurements

CERN Theory Seminar, May 21, 2014 

Motivation 

mtop wanted !   Aims: 

•  Reduce error in mtop(MC) 
•  Clarify mass scheme mtop(MC)  
•  Improve / understand better MC 
























































































































Many measurements?
























































































































Many measurements?
























































































































CMS PAS TOP-14-001
172.04 ± 0.19 (stat.+JSF) ± 0.75 (syst.) GeV

5

Table 1: List of systematic uncertainties for the combined fit to the entire lepton+jets data set.

dmt
2D (GeV) dJSF dmt

1D (GeV)
Experimental uncertainties
Fit calibration 0.10 0.001 0.06
pT- and h-dependent JES 0.18 0.007 1.17
Lepton energy scale 0.03 <0.001 0.03
MET 0.09 0.001 0.01
Jet energy resolution 0.26 0.004 0.07
b tagging 0.02 <0.001 0.01
Pileup 0.27 0.005 0.17
Non-tt background 0.11 0.001 0.01
Modeling of hadronization
Flavor-dependent JSF 0.41 0.004 0.32
b fragmentation 0.06 0.001 0.04
Semi-leptonic B hadron decays 0.16 <0.001 0.15
Modeling of the hard scattering process
PDF 0.09 0.001 0.05
Renormalization and 0.12±0.13 0.004±0.001 0.25±0.08factorization scales
ME-PS matching threshold 0.15±0.13 0.003±0.001 0.07±0.08
ME generator 0.23±0.14 0.003±0.001 0.20±0.08
Modeling of non-perturbative QCD
Underlying event 0.14±0.17 0.002±0.002 0.06±0.10
Color reconnection modeling 0.08±0.15 0.002±0.001 0.07±0.09
Total 0.75 0.012 1.29

observed shift is used if it is larger than the shift itself. The systematic uncertainties considered
as relevant for this measurement, and the methods used to evaluate them are described below.

Experimental uncertainties

Fit calibration: We assign residual biases after the single-channel calibration as a systematic
uncertainty.

pT- and h-dependent JES: As we measure a constant jet energy scale factor we have to take
into account the influence of the pT- and h-dependent jet energy uncertainties. This
is done by scaling the energies of all jets up and down according to their individual
data/MC uncertainties [29, 31], excluding the contribution from pileup. We take the
largest difference in the measured top-quark mass and JSF as a systematic uncertainty.
In addition, the difference between the pT-dependent residual correction and a residual
correction that does not depend on pT in the central part of the detector is evaluated.

Lepton energy scale: We shift the muon [32] and electron [33] energies in simulation up and
down according to their respective uncertainties. The uncertainties on lepton trigger effi-
ciency and selection have negligible impact.

Missing transverse momentum: In addition to propagating the jet and lepton energy scale
uncertainties, we vary the energy scale of low energy particles that are not clustered into
jets up by 10% [34].

12 6 Results on the top-quark mass
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Figure 6: (a) The 2D likelihood (�2D log (L)) measured for the `+jets final state. The ellipses
correspond to statistical uncertainties on mt and JSF of one, two, and three standard deviations.
(b) The statistical uncertainty distribution obtained from pseudo-experiments is compared to
the uncertainty of the measurement in data.

ously determined jet energy scale factors are 1.010 ± 0.002 (stat.) and 1.005 ± 0.002 (stat.). The
combined fit to the 28 750 `+jets events in the two channels yields:

mt = 172.04 ± 0.19 (stat.+JSF) ± 0.75 (syst.) GeV,
JSF = 1.007 ± 0.002 (stat.) ± 0.012 (syst.).

Figure 6 (a) shows the 2D likelihood obtained from data. As depicted in Fig. 6 (b), the uncer-
tainty of the measurement agrees with the expected precision from the pseudo-experiments.
As the top-quark mass and the JSF are measured simultaneously, the statistical uncertainty on
mt combines the statistical uncertainty arising from both components of the measurement.

The overall uncertainty of the presented measurement is 0.77 GeV on the top-quark mass from
adding the components in quadrature. The measured JSF is compatible with the one obtained
from events with jets and Z bosons or photons [29].

We estimate the impact of the simultaneous fit of a jet energy scale factor by fixing the JSF to
unity. This yields mt = 172.66± 0.11 (stat.)± 1.29 (syst.) GeV. The larger systematic uncertainty
stems from a JES uncertainty of 1.17 GeV and demonstrates the gain from the simultaneous fit
of mt and a JSF.

We use the Best Linear Unbiased Estimate technique [47] to combine the result presented in
this note with the CMS measurement in the dilepton and lepton+jets channel based on 2010
data [48, 49], and the measurements in the dilepton, lepton+jets, and all-jets channels based on
2011 data [3, 50, 51]. Most of the systematic uncertainties listed in Table 1 are assumed to be
fully correlated among the five input measurements. Exceptions are the experimental uncer-
tainties, for which we assign full correlation between the analyses that use data from the same
year but no correlation otherwise, as a large part of the uncertainty on the underlying detec-
tor calibration constants is of a purely statistical nature, while the running conditions and the
treatment of pileup differ. In addition, the statistical uncertainty in the in situ fit for the JSF and
the uncertainties in the mass calibration, the background normalization from control samples

MG5+Py6 or POWHEG

Ideogram Method (Kinematic fit)



ATLAS-CONF-2013-046
mtop = 172.31 ± 0.23 (stat) ± 0.27 (JSF) ± 0.67 (bJSF) ± 1.35 (syst) GeV

3D Method (Kinematic Fit)
MC@NLO or POWHEG 2d-analysis 3d-analysis

mtop [GeV] JSF mtop [GeV] JSF bJSF

Measured value 172.80 1.014 172.31 1.014 1.006

Data statistics 0.23 0.003 0.23 0.003 0.008

Jet energy scale factor (stat. comp.) 0.27 n/a 0.27 n/a n/a

bJet energy scale factor (stat. comp.) n/a n/a 0.67 n/a n/a

Method calibration 0.13 0.002 0.13 0.002 0.003

Signal MC generator 0.36 0.005 0.19 0.005 0.002

Hadronisation 1.30 0.008 0.27 0.008 0.013

Underlying event 0.02 0.001 0.12 0.001 0.002

Colour reconnection 0.03 0.001 0.32 0.001 0.004

ISR and FSR (signal only) 0.96 0.017 0.45 0.017 0.006

Proton PDF 0.09 0.000 0.17 0.000 0.001

single top normalisation 0.00 0.000 0.00 0.000 0.000

W+jets background 0.02 0.000 0.03 0.000 0.000

QCD multijet background 0.04 0.000 0.10 0.000 0.001

Jet energy scale 0.60 0.005 0.79 0.004 0.007

b-jet energy scale 0.92 0.000 0.08 0.000 0.002

Jet energy resolution 0.22 0.006 0.22 0.006 0.000

Jet reconstruction efficiency 0.03 0.000 0.05 0.000 0.000

b-tagging efficiency and mistag rate 0.17 0.001 0.81 0.001 0.011

Lepton energy scale 0.03 0.000 0.04 0.000 0.000

Missing transverse momentum 0.01 0.000 0.03 0.000 0.000

Pile-up 0.03 0.000 0.03 0.000 0.001

Total systematic uncertainty 2.02 0.021 1.35 0.021 0.020

Total uncertainty 2.05 0.021 1.55 0.021 0.022

Table 2: The measured values of mtop and the contributions of various sources to the uncertainty of the

2d-analysis and 3d-analysis.The corresponding uncertainties on the measured values of the JSF and for

the 3d-analysis also the bJSF are also shown. The Signal MC generator systematic uncertainty is ob-

tained from pairs of independent Monte Carlo samples. The statistical precision on mtop of all Monte

Carlo samples in the 3d-analysis (2d-analysis) is about 0.15 GeV (0.07 GeV). The corresponding val-

ues for the JSF and bJSF are 0.0017 and 0.0006, respectively. Consequently, for the uncertainty source

Signal MC generator the statistical uncertainty of the evaluation of the systematic uncertainty on mtop is

0.21 GeV for the 3d-analysis and 0.10 GeV for the 2d-analysis. For the sources Hadronisation, Under-

lying event, Colour reconnection, ISR and FSR the same hard scattering events before hadronisation are

used, albeit with respective different further processing for the source under study. For these sources the

samples are not independent, and the statistical uncertainty of the evaluation of the systematic uncertainty

is correspondingly smaller.
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• methods are 
(somewhat or tightly) 
tied to MC 

• fundamentally based 
on a Leading Order 
picture 

• mixed status w.r.t. 
effect of new physics

Status
• precision is systematics limited (JES, …, hadronization)

measurement at ≲0.5%! ⇒ precision QCD



Ideal situation
Have many inherently different methods

• kinematics of the event (going beyond tt→̅ bWbW) 

• MC choices (NLO, scales range & functional form …  

… width treatment, color neutralization, radiation in decays, hadronization) 

possibly based on different experimental objects/quantities 

• deal with reconstructed jets  

• only-leptons 

• only-tracks

Each methods based on different assumptions/beliefs 



Many measurements
























































































































Many measurements
due to different hypothesis, different mass measurement methods can result 

in significantly disagreeing measurements: QCD or new physics effect?
























































































































• robust to NLO 
• robust to combinatorics 
• robust to hadronization

m(b,l) end-point

CMS-TOP-11-027 
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reveals that their correlation with the number of primary vertices is small, with correlation
coefficients < 3% and < 1%, respectively.

The sensitivity of the result to uncertainties in QCD calculations is evaluated by generating sim-
ulated event samples with varied levels of color-reconnection to beam remnants, renormaliza-
tion and factorization scale, and jet-parton matching scale. The impact of the variations on Mt
is dominated by the color reconnection effects, which are estimated by comparing the results of
simulations performed with two different MC tunes [38], Perugia2011 and Perugia2011noCR.
Factor-of-two variations of renormalization and factorization scale and the jet-parton matching
scale translate to negligible (<0.1 GeV) variations in the top-quark mass. Uncertainties in the
parton distribution functions and relative fractions of different production mechanisms do not
affect this analysis. The overall systematic error attributed to QCD uncertainties is ±0.6 GeV on
the value of Mt. In quadrature with other systematic uncertainties these simulation-dependent
estimates add 0.1 GeV to both the upper and lower systematic uncertainties. This additional
contribution reflects theoretical uncertainty in the interpretation of the measurement as a top-
quark mass, and unlike other systematic uncertainties in the measurement, is essentially de-
pendent on the reliability of the MC modeling.

For the unconstrained and singly-constrained fits, where the objective is primarily to demon-
strate a method, rather than to achieve a precise result, we have limited the investigation of
systematic uncertainties to just the evaluation of the jet energy scale and fit range variations,
which are known from the doubly-constrained case to be the dominant systematic contribu-
tions. Because of this, the systematic uncertainties displayed for these fits are slightly lower
than they would be with a fuller treatment of all contributions.

The systematic uncertainties discussed in this section are summarized in Table 4.

Table 4: Summary of systematic uncertainties dMt affecting the top-quark mass measurement;
see text for discussion.

Source dMt ( GeV)
Jet Energy Scale +1.3

�1.8
Jet Energy Resolution ±0.5
Lepton Energy Scale +0.3

�0.4
Fit Range ±0.6
Background Shape ±0.5
Jet and Lepton Efficiencies +0.1

�0.2
Pileup <0.1
QCD effects ±0.6
Total +1.7

�2.1

9 Results and Discussion
The simultaneous fit to the three distributions determines m2

n, MW, and Mt. A complete sum-
mary of central values and statistical and systematic uncertainties for all three mass constraints
can be found in Table 5. Figure 9.1 shows the corresponding fits.
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Figure 9.1: Results of simultaneous fits to m2
n, MW, and Mt. The upper red line is in all cases

the full fit, while the green (middle) and blue (lowest) curves are for the signal and background
shapes, respectively. While the fit is performed event-by-event for all measured kinematic
values, the line shown is an approximate extrapolation of the total fit likelihood function over
the entire fit range. Top row: unconstrained fit; Middle row: singly-constrained fit; Bottom
row: doubly-constrained fit. The inset shows a zoom of the tail region in Mb` for the doubly-
constrained case to illustrate the level of agreement between the background shape and the
data points.
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Table 5: Fit results from the three mass analyses with various mass constraints. Uncertainties
are statistical (first) and systematic (second). Values in parentheses are constrained in the fit.
For the neutrino, squared mass is the natural fit variable – see text for discussion.

Constraint

Fit quantity None mn = 0 mn = 0 and MW = 80.4 GeV

m2
n (GeV 2) �556 ± 473 ± 622 (0) (0)

MW (GeV) 72 ± 7 ± 9 80.7 ± 1.1 ± 0.6 (80.4)

Mt (GeV) 163 ± 10 ± 11 174.0 ± 0.9+1.7
�2.1 173.9 ± 0.9+1.7

�2.1

We take the doubly-constrained version to be the final result:

Mt = 173.9 ± 0.9 (stat.)+1.7
�2.1 (syst.) GeV. (9.1)

In the more general case of the unconstrained measurement, the performance of the endpoint
method illustrated here in the tt dilepton system suggests the technique will be a viable option
for mass measurements in a variety of new-physics scenarios. The precision on Mt given by
the doubly-constrained fit, for example, is indicative of the precision with which we might
determine the masses of new colored particles (like squarks), as a function of the input test mass
emn. Of course, as shown in the second column of Table 5, the input mass mn itself will be
determined less precisely. Another plausible scenario is one in which new physics mimics the
leptonic decay of the W boson. This can arise in SUSY with R-parity violation and a lepton-
number violating term in the superpotential. In this case, the lightest superpartner could be
the charged slepton, which decays to a lepton and neutrino, just like the SM W boson. Current
bounds from LEP indicate that the slepton must be heavier than 100 GeV. Given the ⇠1 GeV
precision provided by the singly-constrained fit on the W boson mass, the W boson can easily
be discriminated from such an object based on its mass.

It is interesting to note also that in the unconstrained case, one can restrict the range of the neu-
trino mass (which is treated as an unknown parameter) reasonably well, within approximately
20 GeV, in line with previous expectations [39]. If the Emiss

T signal is due to SM neutrinos, rather
than heavy WIMPs with masses of order 100 GeV, this level of precision is sufficient to distin-
guish the two cases. If, on the other hand, the Emiss

T signal is indeed due to heavy WIMPs, one
might expect that the precision on the WIMP mass determination will be no worse than what
is shown here for the neutrino, assuming comparable levels of signal and background.

10 Conclusions
A new technique of mass extraction has been applied to tt dilepton events. Motivated pri-
marily by future application to new-physics scenarios, the technique is based on endpoint
measurements of new kinematic variables. The three mass parameters m2

n, MW, and Mt are
obtained in a simultaneous fit to three endpoints. In an unconstrained fit to the three masses,
the measurement confirms the utility of the techniques proposed for new-physics mass mea-
surements. When m2

n and MW are constrained to 0 and 80.4 GeV respectively, we find Mt =
173.9 ± 0.9 (stat.)+1.7

�2.1 (syst.) GeV, comparable to other dilepton measurements. This is the first
measurement of the top-quark mass with an endpoint method. In addition to providing a



Ideal situation 9
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Figure 1: Projection of the top-quark-mass precision obtained with different measurement
methods, for various integrated luminosities.

The conventional methods, based on the invariant mass of the decay products, are limited by
the understanding of b-jet energy scale, but their superior statistical sensitivity allows to fit JES
and b-JES scale factors in-situ, study the top-quark-mass observable as a function of relevant
kinematic event variables, and restrict the measurement to regions of phase space where the
modeling is expected to be understood best. The estimated potential ultimate precision for this
method is 0.2 GeV, the same order of magnitude as LQCD.

Methods like the Lxy, J/y and endpoint techniques are all promising and useful alternative
approaches but in the end they will all be limited by the understanding of the b-jet energy scale
or other aspects of b-jet fragmentation modeling. While it is hard to predict quantitatively, we
estimate the potential sensitivity to lie in the range 0.4-0.6 GeV for the various methods.

A combination of results in different channels, from different data taking periods, experiments
and using different methods with partly correlated systematics can further improve the pre-
cision. This will however require a good understanding of the correlations, far beyond our
current knowledge. A summary for the expected contribution from the main systematic uncer-
tainties to each method is shown in Fig. 2.

To fully profit from a measurement of this precision, important advances in theoretical inter-
pretation of the results are also imperative.

The extraction of the top-quark mass from the measured cross-section is a useful complemen-
tary cross-check but it is not expected to yield a result better than 1-2 GeV, limited by the un-
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On mass measurements

• Lorentz invariants 

• resonance reconstruction



Ideal mass measurements

Lorentz invariant

insensitive to: 
• Parton Distribution Functions 
• Production Mode (qq or gg, SM or BSM, ISR, …)





























































































Less ideal mass measurements

Need to come up with a trick

for example: 
• Transverse Mass (use mET) 
• pT (nuisances are back: qq or gg, SM or BSM, ISR, …)

One particle is just lost





























































































… and it can get worse
any BSM with some sort of Matter Parity (e.g. RPC SUSY)

 

can we make a mass measurement without 
ever mentioning the unobservable particle χ?



“useful” top is semi-invisible

can we make a mass measurement without 
ever mentioning the unobservable particle W ?
























































































































To reconstruct or not to 
reconstruct?

top quark reconstruction is entangled with some picture of the kinematics (fixed order?)











































































































































































































































Top decay at NLO not present in current NLO+PS generators
























































































































To reconstruct or not to 
reconstruct?
























































































































To reconstruct or not to 
reconstruct?













































































































































































































































To reconstruct or not to 
reconstruct?























































































































































































































































































































































































































































































To reconstruct or not to 
reconstruct?











































































































































































































































need (not) to define the top

does (not) distinguish where  
the final state came from (t, t*, bW, bWg, bqqg)

might (not) depend on the production mechanism
…



(Alternative) Methods

• Energy Peaks 1209.0772 + WIP 
• Generalized Medians 1405.2395 

• Leptonic Mellin moments  1407.2763 
• B-hadron life-time - Lxy hep-ex/0501043 
• J/ψ hep-ph/9912320 
• dσ(ttj) 1303.6415 
• Inclusive σ(tt) 1307.1907



Lorentz variant quantities

Given suitable conditions, Lorentz 
variant quantities can tell us a lot about 

the invariants



Energy Peaks

γ



A simple, yet subtle, invariance 
of the two body decay

1209.0772 - Agashe, Franceschini and Kim



Event-by-event we cannot tell anything





































































Massless b-quark (for now)




























































































































unpolarized top sample          cosθ is flat

Fixed top boost decay























































































































































































































































































































































































































































































Summing over the top boosts









































































































































































































































 
















for any top boost distribution                  the peak:










































































































































































































































Lab-frame energy distribution

• is the same as in the rest frame	



• encodes invariant















There is no difference when the b-mass is taken 
into account provided 

γtop < 2

(

E∗

daughter

mdaughter

)2

− 1 ⇒

{

γtop < 500 for b

γtop < 2.4 for W

1

1209.0772 - Agashe, Franceschini and Kim
also Stecker 1971

back



How special is this invariance?
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The sensitivity to the boost distribution is the key

Shape changes, peak doesn’t! Shape changes, peak does too






















































































































1209.0772 - Agashe, Franceschini and Kim
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LHC7: tÆWb

stop 173 GeV

top 173 GeV

captures the peak for both stop and top: pure kinematics

Independent of decay dynamics
























































































































Applicable for any decay of W

W is just a spectator and is not used (barring selections, triggers)

W→τν as good as W→µν



No need to form combinations

just put 2 b per event into the histogram



No need to form combinations

just put 2 b per event into the histogram


















No need to form combinations

just put 2 b per event into the histogram


















No need to form combinations

just put 2 b per event into the histogram


















No need to form combinations

just put 2 b per event into the histogram


















No need to form combinations

just put 2 b per event into the histogram


















New physics in the top sample
















As long as it gives real tops  
does not change the result



• properties similar to Lorentz invariants 

• without the need to form combinations

Useful in practice?



1209.0772 - Agashe Franceschini and Kim
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1209.0772

Proof of the concept: 5/fb LHC 7 TeV

b-jet energy

2-parameters fit: peak position, width of the distribution

message: LO effects are well under control 

100 pseudo-experiments from MadGraph5+Pythia6.4+Delphes (ATLAS-2012-097)

Detector-level

→ CMS at work!



very encouraging LO 
result with b-jet energy

starting to think about NLO
your inputs are very welcome

after having explored a number of new physics applications of this idea
• 1212.5230 - Agashe, RF, Kim, Wardlow 
• 1309.4776 - Agashe, RF, Kim 
• 1403.3399 - Chen, Davoudiasl, Kim 
• Agashe, RF, Kim, Wardlow -  WIP 
• Agashe, RF, Kim, Hong - WIP



NLO virtues
• Invariance holds for pp→tt @ NLO"

• Not sensitive to Initial State Radiation 

• Not sensitive to Parton Distribution Functions 

• Not sensitive to the exact energy of the collider

only sensitive to the NLO decay t→bWg

Agashe, Franceschini, Kim, Schulze - in preparation



Insensitive to production at NLO














































































































































































































The energy peak position is unchanged

Production NLO only affects the boost distribution of top

Agashe, Franceschini, Kim, Schulze - in preparation



NLO virtues
• Invariance holds for pp→tt @ NLO 

• Not sensitive to Initial State Radiation"

• Not sensitive to Parton Distribution Functions 

• Not sensitive to the exact energy of the collider

only sensitive to the NLO decay t→bWg



Effect of initial state radiation

0 50 100 150 200 250
0.00

0.01

0.02

0.03

0.04

0.05

0.06

pT ,b @GeVD

1ês
◊d
s
êdp

T
,b

Inclusive
pT ,jet>20 GeV

pT ,jet>100 GeV

pT ,jet>300 GeV

pT ,jet>700 GeV

0 50 100 150 200 250
0.00

0.01

0.02

0.03

0.04

Eb @GeVD

1ês
◊d
s
êdE

b

Inclusive
pT ,jet>20 GeV

pT ,jet>100 GeV

pT ,jet>300 GeV

pT ,jet>700 GeV

peak stability

Transverse Momentum Energy

ISR only affects the boost distribution of top





































































Agashe, Franceschini, Kim, Schulze - in preparation



NLO virtues
• Invariance holds for pp→tt @ NLO 

• Not sensitive to Initial State Radiation 

• Not sensitive to Parton Distribution Functions "

• Not sensitive to the exact energy of the collider

only sensitive to the NLO decay t→bWg



Decay at NLO



Peak shift at NLO
1212.5230 - Agashe, Franceschini, Kim, Wardlow  
Agashe, Franceschini, Kim, Schulze - in preparation
























































































































Peak shift at NLO
1212.5230 - Agashe, Franceschini, Kim, Wardlow  
Agashe, Franceschini, Kim, Schulze - in preparation

ΔTH=BR(t→bWg)/BR(t→bW)≃0.05











































































































































































































































hard glue Br

pT>30 GeV 
dR>0.2 0.061

pT>30 GeV 
dR>0.4 0.043

pT>20 GeV 
dR>0.2 0.10

pT>20 GeV 
dR>0.4 0.074

BR(t→bWg)  
MadGraph5@LO













































































































































































































































NLO: production & decay 
(MCFM)

Energy of b
decay at NLOdecay at LO

Agashe, Franceschini, Kim, Schulze - in preparation
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preliminary preliminary



Best:  
• narrow band between μhigh and μlow"

• steep E vs. mtop






















































































































m=173  μ=173

m=173  μ=86

m=173  μ=346

m=171  μ=171



preliminary preliminary

NLO: production 
(MCFM) Agashe, Franceschini, Kim, Schulze - in preparation

very little sensitive to the scale choice (less than 100 MeV on mtop)



Mild corrections from NLO

ONLO = OLO ·

2

641 + �int + �PDFs + ...| {z }
�
prod

3

75

≤ 3⋅ 10⁻³ ≤ 0.1 O(1)

Ê = E⇤
LO ·

2

641 + fpol + ✏FSR

0

B@CbWg + �int + �PDFs + ...| {z }
�
prod

1

CA

3

75

Agashe, Franceschini, Kim, Schulze - in preparation



jet veto?
Agashe, Franceschini, Kim, Schulze - in preparation

t→bWg  removed by a jet-veto? how about veto-uncertainties?



No quarks in the real world 
…

b-jet observables 
• jet energy 

!

B-hadron observables 
• hadron energy 
• hadron boost 
• hadron decay length

Agashe, Franceschini and Kim - in preparation

Agashe, Franceschini and Kim - in preparation



Shower effects
Agashe, Franceschini and Kim - in preparation

• the log-enhanced part of the phase-space is  
clustered in jets         use jet mass 

• hard gluons are suppressed by α/4π ->    mild corrections
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a case for fixed order or resummed energy distributions?



radiation in decays 
breaks pheno-LI 
due to 3-body

radiation in decays 
breaks true-LI due to 

reconstruction

end-point is safe w.r.t 
radiation in decay

in practice we need the 
tail, which is sensitive to 

radiation

non-LILI “pheno”-LI

pTℓÊbpb⋅pℓ

what is the “small parameter” ΔTH 
that “breaks” (true or effective) LI?

needs just one particle
needs two 
particles 

(combinations)

variations around Lorentz Invariance

exclusiveness  
breaks pheno-LI

Σ













































































































































































































































We are not alone …
1405.2395 



Generalized medians 
1405.2395 

ΔTH~1- σexclusive/σinclusive ~ 1 - efficiency ~ 0.2

6

Signal Fac. scale JES Background
stat. error (signal) (signal) stat. error

n

2 0.4 +1.5/−1.6 +0.0/−0.1 0.4
3 0.4 +1.5/−1.5 +0.1/−0.3 0.4
5 0.5 +1.4/−1.4 +0.2/−0.4 0.5
15 0.5 +1.5/−1.3 +0.2/−0.6 0.6

TABLE III: Estimates of uncertainties in GeV from several
sources in the top mass reconstruction. The weight functions
used correspond to n = 2, 3, 5 and 15. The input value of
the top quark mass used in the estimates is 173GeV. The
signal statistical errors correspond to those with an integrated
luminosity of 100 fb−1 and for the sum of the lepton(e, µ)+jets
events. The background statistical errors are also for 100 fb−1.

estimated by changing the scale in the compensated MC
events by 1/2 and 2. The uncertainties associated with
JES are estimated by varying the pT of all jets in events
by ±10% before the event selection cuts6.

The background statistical errors are estimated as fol-
lows. Since other tt events are the dominant source of
backgrounds after the cuts, we focus on their effects. We
obtain about 6×104 MC events after the cuts. The lepton
energy-pT distribution is modeled by a simple function
imitating these events. Using this function, we gener-
ate a few tens MC samples of the lepton distribution for
background events. We add to the signal events each of
these samples and subtract an “estimated” lepton dis-
tribution, which is constructed from the modeling func-
tion. With these sets of signal-plus-background-errors,
we simulate top mass reconstruction in our method and
compute the standard deviations of the reconstructed top
quark mass7. After rescaling according to square-root of
the number of events, we obtain for 100 fb−1 integrated
luminosity the estimates listed in Table III. In addition,
we estimate shifts of the reconstructed top mass in the
case that we mistake by 5% the normalization of the esti-
mated background contribution, which we subtract from
the measured lepton distribution. We find that the shifts
are about 0.8GeV for n = 2, 3, 5 and 15.

One can see in Table III that the uncertainties from
the factorization scale dependence dominate. The JES
uncertainties are relatively small, reflecting the charac-
teristics of our method which uses solely the lepton dis-
tribution. Combining the uncertainties in Table III, the
total uncertainty amounts to about 1.5GeV.

6 Since in the event selection cuts we choose b-tagged events ran-
domly according to their probabilities, this cut involves statisti-
cal error. In order to obtain the uncertainties purely from JES
without the statistical error, the requirement of a b-tagging is
excluded from the event selection cuts in this estimation.

7 The numbers of signal and background events in each set cor-
respond to about 10 fb−1 integrated luminosity. Only in this
analysis of the background effects we use a smaller number of
signal MC events (as compared to other analyses in this section)
to save analysis time.

V. DISCUSSION

We discuss validity, other sources of uncertainties and
possibilities of improvements of our method.
We have assumed that the effects of lepton isolation

and photon emissions can be evaluated and restored com-
pletely in this analysis. Since the lepton isolation effects
on the lepton energy distribution is a function of the iso-
lation cone angle, we may expect that experimental data
can be extrapolated to the zero cone angle and an esti-
mate can be obtained. On the other hand, we can include
the effect of photon emissions in the weight functions by
calculating the lepton distribution with the effect.
In order to overcome the problem of the lepton cuts,

we compensate for the loss using MC events. We can also
include the effects of lepton isolation in the compensat-
ing method in the same way as the effects of the lepton
cuts: by compensating for the loss caused by the lepton
isolation.
The analysis in the previous section shows that I(m)

does not depend strongly on the top quark mass mc
t of

the compensated events. This good feature is partly due
to the way of determining the normalization of the com-
pensated events. Our strategy is to smoothly connect
the lepton pT distribution, without detailed knowledge
on the global shape of the distribution, which depends
on PDFs. Owing to this, the normalization of the com-
pensated events is subject to that of the data. If instead
we utilize the total cross section to determine the nor-
malization, we do not obtain this good feature of I(m).
Quality of the fit to determine the normalization of

the compensated events is a crucial factor in our method.
In this first analysis we assumed a rather simple fitting
function (arbitrary cubic polynomial) and also we did
not apply any correction to the pT distribution shape,
after including all the cuts. Because of this simplified
analysis, we find that the quality of the present fit is not
optimal. The statistical errors in Table III include this
effect. In a more elaborate analysis, we can estimate the
(small) correction to the pT distribution caused by the
cuts and also we may improve on the fitting function.
Alternatively it may be useful to raise the value of the
lepton pT cut, since the other cuts tend to deform the
lepton pT distribution more at lower pT .
One may wonder if the same results can be obtained

without compensating MC events. In principle if we fit
the lepton distributions to MC predictions using a multi-
variate analysis, we would be able to obtain the same
result. While this is in principle possible, up to now we
have not achieved to develop a pragmatic method, partly
due to the complexity of such a method. Even if this is
achieved, it would be quite non-trivial to disentangle dif-
ferent sources of systematic uncertainties clearly. On the
other hand, an advantage of our method is that different
sources of systematic uncertainties are under relatively
good control.
The background estimates can be done either by a side-

band method or using MC. In the side-band method, we






















































































































inclusive

removed by cut

inclusive integral over  
the lab-frame lepton Energy

3

n = 2
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FIG. 1: Weight functions W (Eℓ,m) used in the analysis with
m = 173GeV, corresponding to n = 2, 3, 5 and 15 in eq. (7).
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FIG. 2: Weighted integrals I(m) defined by eq. (1) with the
parton-level lepton distribution and the weight functions cor-
responding to n = 2, 3, 5 and 15. The input value of the top
quark mass is 173GeV.

the parton level is shifted from the input top quark mass
by +0.34GeV in our analysis2. Therefore, we confirm
that our method works within the MC statistical errors.

III. EFFECTS OF EVENT SELECTION CUTS

In this section we examine effects of various event selec-
tion cuts. We make several assumptions and take specific
analysis methods. Some of these assumptions and anal-
ysis methods need to be examined carefully, since they
can be sources of systematic uncertainties. We provide
further discussion on these points in Sec. V.
In real experiments, detector effects, event selection

cuts and backgrounds deform the lepton energy distribu-
tion. The major effect is from the lepton cuts:

pT (µ) > 20GeV, |η(µ)| < 2.4 , (8)

where pT (µ) and η(µ) are the transverse momentum and
pseudo-rapidity of a muon, respectively. We refer to the
ATLAS and CMS trigger [23, 24] for the value of the
pT cut. We use the default value of PGS for the η cut,
which is due to a limited detector coverage. The lep-
ton cuts reduce mainly the low-energy part of the lepton

2 We use the Breit-Wigner distribution in MC with a cut-off at
mt ± Γt × 50, where mt and Γt are the mass and width of the
top quark.
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FIG. 3: Weighted integrals I(m) with the MC events after
the lepton cuts for the weight functions corresponding to n =
2, 3, 5 and 15. The input value of the top quark mass is
173GeV.

distribution. This results in large shifts of the weighted
integrals I(m), as shown in Fig. 3. Because the weight
functions are negative for small Eℓ, where the lepton dis-
tribution is largely reduced, the weighted integrals shift
in the positive direction. The zeros of I(m) are signif-
icantly displaced from the input top mass due to these
shifts.
We solve this problem by compensating for the loss

caused by the lepton cuts, using MC events which sat-
isfy pT (µ) < 20GeV or |η(µ)| > 2.4. This is because (1)
experimental effects are well understood concerning lep-
tons, so that the estimates of MC simulations are accu-
rate for the lepton distribution, and (2) the weight func-
tion method utilizes the fact that the angular distribution
of the lepton in the rest frame of the top quark is flat3,
which enables us to reconstruct the top quark mass with-
out information on the angular distribution. When this
condition holds, the zero of I(m) is independent of the ve-
locity distribution of the top quark, owing to which we do
not need information on the velocity distribution. There-
fore, in order to make maximum use of the advantages
of this method, we recover the flat angular distribution
of the lepton and return the zero of I(m) to the right
place. The normalization of the compensated events is
determined such that the pT (µ) distribution of the data
and compensated events are connected smoothly. We
can check validity of the compensated events partly, us-
ing the di-leptonic channel, whose lepton pT cut can be
looser than the lepton+jets channel. We evaluate part of
uncertainties in the compensated events by varying the
factorization scale in the MC in Sec. IV.
The effects which cause differences between the lepton

momenta at the parton level and detector level such as
the effects of lepton isolation and photon emissions, also
deform the lepton energy distribution. Since these effects
are also well understood, it should be possible in princi-
ple to estimate them and restore the parton-level lepton
distributions. In this analysis, we assume that they can

3 To be precise, the lepton cos θℓ distribution is (almost) flat,
where θℓ is measured from the boost direction of the top quark
in the rest frame of the top quark.


































































































































































































































































































































































Generalized medians 
1405.2395 

ΔTH~1- σexclusive/σinclusive ~ 1 - efficiency ~ 0.2

inclusive integral over  
the lab-frame lepton Energy

3
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FIG. 1: Weight functions W (Eℓ,m) used in the analysis with
m = 173GeV, corresponding to n = 2, 3, 5 and 15 in eq. (7).
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FIG. 2: Weighted integrals I(m) defined by eq. (1) with the
parton-level lepton distribution and the weight functions cor-
responding to n = 2, 3, 5 and 15. The input value of the top
quark mass is 173GeV.

the parton level is shifted from the input top quark mass
by +0.34GeV in our analysis2. Therefore, we confirm
that our method works within the MC statistical errors.

III. EFFECTS OF EVENT SELECTION CUTS

In this section we examine effects of various event selec-
tion cuts. We make several assumptions and take specific
analysis methods. Some of these assumptions and anal-
ysis methods need to be examined carefully, since they
can be sources of systematic uncertainties. We provide
further discussion on these points in Sec. V.
In real experiments, detector effects, event selection

cuts and backgrounds deform the lepton energy distribu-
tion. The major effect is from the lepton cuts:

pT (µ) > 20GeV, |η(µ)| < 2.4 , (8)

where pT (µ) and η(µ) are the transverse momentum and
pseudo-rapidity of a muon, respectively. We refer to the
ATLAS and CMS trigger [23, 24] for the value of the
pT cut. We use the default value of PGS for the η cut,
which is due to a limited detector coverage. The lep-
ton cuts reduce mainly the low-energy part of the lepton

2 We use the Breit-Wigner distribution in MC with a cut-off at
mt ± Γt × 50, where mt and Γt are the mass and width of the
top quark.
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FIG. 3: Weighted integrals I(m) with the MC events after
the lepton cuts for the weight functions corresponding to n =
2, 3, 5 and 15. The input value of the top quark mass is
173GeV.

distribution. This results in large shifts of the weighted
integrals I(m), as shown in Fig. 3. Because the weight
functions are negative for small Eℓ, where the lepton dis-
tribution is largely reduced, the weighted integrals shift
in the positive direction. The zeros of I(m) are signif-
icantly displaced from the input top mass due to these
shifts.
We solve this problem by compensating for the loss

caused by the lepton cuts, using MC events which sat-
isfy pT (µ) < 20GeV or |η(µ)| > 2.4. This is because (1)
experimental effects are well understood concerning lep-
tons, so that the estimates of MC simulations are accu-
rate for the lepton distribution, and (2) the weight func-
tion method utilizes the fact that the angular distribution
of the lepton in the rest frame of the top quark is flat3,
which enables us to reconstruct the top quark mass with-
out information on the angular distribution. When this
condition holds, the zero of I(m) is independent of the ve-
locity distribution of the top quark, owing to which we do
not need information on the velocity distribution. There-
fore, in order to make maximum use of the advantages
of this method, we recover the flat angular distribution
of the lepton and return the zero of I(m) to the right
place. The normalization of the compensated events is
determined such that the pT (µ) distribution of the data
and compensated events are connected smoothly. We
can check validity of the compensated events partly, us-
ing the di-leptonic channel, whose lepton pT cut can be
looser than the lepton+jets channel. We evaluate part of
uncertainties in the compensated events by varying the
factorization scale in the MC in Sec. IV.
The effects which cause differences between the lepton

momenta at the parton level and detector level such as
the effects of lepton isolation and photon emissions, also
deform the lepton energy distribution. Since these effects
are also well understood, it should be possible in princi-
ple to estimate them and restore the parton-level lepton
distributions. In this analysis, we assume that they can

3 To be precise, the lepton cos θℓ distribution is (almost) flat,
where θℓ is measured from the boost direction of the top quark
in the rest frame of the top quark.
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FIG. 5: Weighted integrals I(m) with various mc
t after all

the cuts. The weight function used corresponds to n = 2 in
eq. (7). The input value of the top quark mass is 173GeV.
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FIG. 6: The zero of I(m), m0, minus mc
t as a function of mc

t

(red points). The weight function used corresponds to n = 2.
The input value of the top quark mass is 173GeV. The blue
line shows the linear function fitted to the red data points.

whose minimum of the reduced χ2 is closest to one is also
shown as a red line. Both input value of the top quark
mass and mc

t are taken to be 173GeV in this figure.
We construct the weighted integrals I(m), using the

lepton energy distributions of the events after all the
cuts with the input top quark mass 173GeV and the
compensated events with various mc

t . Figure 5 shows the
weighted integrals I(m). In this plot, we use the weight
function corresponding to n = 2. Although mc

t vary from
167 to 179GeV, the variation of the zero of I(m) is much
less.
From the zeros of I(m), we can reconstruct the top

quark mass in the following manner: if mc
t is equal to

the input mass, the zero of I(m) (denoted as m0) should
be mc

t . In contrast, if mc
t is different from the input mass,

there is no guarantee thatm0 equalsmc
t and it is expected

to be different from mc
t . Therefore, we obtain the value

of mc
t where m0 coincides with mc

t as the reconstructed
mass: mrec

t = mc
t (m0 = mc

t). Figure 6 shows m0 − mc
t

as a function of mc
t . The fitted linear function is also

shown. The zero of the fitted function is at 174.2GeV.
The estimated statistical error of the MC simulation after
the cuts is 0.5GeV for the weight function of n = 2, and
the shift expected from the effect of the top width is
+0.34GeV. Thus, the size of the shift +1.2GeV may be
consistent with their effects.
We perform the same top mass reconstruction as stated

above for various input values of the top quark mass and
various weight functions. The obtained results are shown
in Fig. 7. The vertical axis is the reconstructed top quark
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FIG. 7: Reconstructed top quark mass as a function of
the input mass. The weight functions used correspond to
n = 2, 3, 5 and 15. The blue line shows the line where the
reconstructed mass is equal to the input mass.

Input top mass(GeV) 167 170 173 176 179
mrec

t (GeV) 166.9 171.4 174.2 175.6 179.1

TABLE II: Reconstructed top quark mass as a function of the
input mass. The weight function used corresponds to n = 2.

mass obtained with this method and the horizontal axis
is the input top quark mass of the events. The blue line
shows the line where the reconstructed mass is equal to
the input mass, i.e. the ideal measurement. The values
of the results for the weight function corresponding to
n = 2 are also shown in Table II. Considering the effects
of the top width on the measured masses, whose sizes are
+0.3 to +0.4GeV depending on the top quark mass, and
the MC statistical errors, the reconstructed masses are
consistent with the input masses.
We estimate uncertainties from several sources in the

top mass reconstruction. Besides signal and background
statistical errors, we estimate uncertainties from the de-
pendences on the factorization scale and jet energy scale
(JES). Since we use MC simulations for the compensated
events in this method, the factorization scale uncertain-
ties in the MC can be serious. In addition, the JES un-
certainty is one of the largest uncertainties in the con-
ventional direct measurements of the top quark mass [5].
Table III shows the results of the estimates. The in-

put value of the top quark mass in these estimates is
173GeV. The signal statistical errors are estimated as
follows: we divide the generated events into 15, 20, 50
and 100 subgroups of equal sizes and perform the same
top mass reconstruction as explained in this section for
each sample. Results of the fits to determine the normal-
ization of the compensated events depend on the number
of events in each sample. Thus, the statistical errors
obtained from the standard deviations of reconstructed
mass distributions depend on the number of the division.
We extrapolate statistical errors at the number of events
for 100 fb−1 from the results of these subgroups. Assum-
ing that the errors of the electron mode is the same as
the muon mode, we estimate the statistical error of the
sum of lepton+jets events, i.e. the combination of the
muon and electron modes. The uncertainties from the
factorization scale dependence of the signal events are
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the cuts. The weight function used corresponds to n = 2 in
eq. (7). The input value of the top quark mass is 173GeV.

166 168 170 172 174 176 178 180

"5

0

5

10

mt
c !GeV"

m
0
"
m
tc
!G

eV
"

FIG. 6: The zero of I(m), m0, minus mc
t as a function of mc

t

(red points). The weight function used corresponds to n = 2.
The input value of the top quark mass is 173GeV. The blue
line shows the linear function fitted to the red data points.

whose minimum of the reduced χ2 is closest to one is also
shown as a red line. Both input value of the top quark
mass and mc

t are taken to be 173GeV in this figure.
We construct the weighted integrals I(m), using the

lepton energy distributions of the events after all the
cuts with the input top quark mass 173GeV and the
compensated events with various mc

t . Figure 5 shows the
weighted integrals I(m). In this plot, we use the weight
function corresponding to n = 2. Although mc

t vary from
167 to 179GeV, the variation of the zero of I(m) is much
less.
From the zeros of I(m), we can reconstruct the top

quark mass in the following manner: if mc
t is equal to

the input mass, the zero of I(m) (denoted as m0) should
be mc

t . In contrast, if mc
t is different from the input mass,

there is no guarantee thatm0 equalsmc
t and it is expected

to be different from mc
t . Therefore, we obtain the value

of mc
t where m0 coincides with mc

t as the reconstructed
mass: mrec

t = mc
t (m0 = mc

t). Figure 6 shows m0 − mc
t

as a function of mc
t . The fitted linear function is also

shown. The zero of the fitted function is at 174.2GeV.
The estimated statistical error of the MC simulation after
the cuts is 0.5GeV for the weight function of n = 2, and
the shift expected from the effect of the top width is
+0.34GeV. Thus, the size of the shift +1.2GeV may be
consistent with their effects.
We perform the same top mass reconstruction as stated

above for various input values of the top quark mass and
various weight functions. The obtained results are shown
in Fig. 7. The vertical axis is the reconstructed top quark
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t (GeV) 166.9 171.4 174.2 175.6 179.1

TABLE II: Reconstructed top quark mass as a function of the
input mass. The weight function used corresponds to n = 2.

mass obtained with this method and the horizontal axis
is the input top quark mass of the events. The blue line
shows the line where the reconstructed mass is equal to
the input mass, i.e. the ideal measurement. The values
of the results for the weight function corresponding to
n = 2 are also shown in Table II. Considering the effects
of the top width on the measured masses, whose sizes are
+0.3 to +0.4GeV depending on the top quark mass, and
the MC statistical errors, the reconstructed masses are
consistent with the input masses.
We estimate uncertainties from several sources in the

top mass reconstruction. Besides signal and background
statistical errors, we estimate uncertainties from the de-
pendences on the factorization scale and jet energy scale
(JES). Since we use MC simulations for the compensated
events in this method, the factorization scale uncertain-
ties in the MC can be serious. In addition, the JES un-
certainty is one of the largest uncertainties in the con-
ventional direct measurements of the top quark mass [5].
Table III shows the results of the estimates. The in-

put value of the top quark mass in these estimates is
173GeV. The signal statistical errors are estimated as
follows: we divide the generated events into 15, 20, 50
and 100 subgroups of equal sizes and perform the same
top mass reconstruction as explained in this section for
each sample. Results of the fits to determine the normal-
ization of the compensated events depend on the number
of events in each sample. Thus, the statistical errors
obtained from the standard deviations of reconstructed
mass distributions depend on the number of the division.
We extrapolate statistical errors at the number of events
for 100 fb−1 from the results of these subgroups. Assum-
ing that the errors of the electron mode is the same as
the muon mode, we estimate the statistical error of the
sum of lepton+jets events, i.e. the combination of the
muon and electron modes. The uncertainties from the
factorization scale dependence of the signal events are



beyond JES …



More Peaks

Lxy method

J/ψ method
hep-ex/0501043

hep-ph/9912320

Agashe, RF, Kim - in progress



B physics in the top sample

• more exclusive final states 

• non-JES uncertainties 

• hadronization uncertainties

B hadron observables

Fragmentation: the b quark energy peak is 
translated into a (broader) B hadron energy peak



B hadron  
energy peak

get the hadron energy entirely from tracks

































Exclusive Decay  
(Fully reconstructible with tracks)

1104.2892
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1309.6920 
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1101.0131 

J/psi modes

D modes
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J/psi but no need to require leptonic W decay



B hadron  
γ boost factor

Does the ratio γ =E/m help to 
get rid of exp. uncertainties?

hadron energy peak        hadron boost peak

 



3D decay length 
Time of decays is harder to measure than the position  

Experiments measure decay length L

Jet Energy Scale does not affect λ, nor L

discussion with J. Incandela



Mean decay length invariance

τ´(lab)=γτ
However ...

λ=cβτ´(lab)=cτ E/m

For β=1 is

up to m²/E² effects the mean decay length of the b quark has a 
peak at the top rest frame value 

E and λ 
distributions  

are the same up 
to a rescaling 

γ = E/m

• A peak in the energy distribution of the b quark 
implies a peak in the boost factor distribution 
!

• Not so interesting because the boost is not measured 
directly  



How to get the distribution  
of λ from the observed L?

For now we just predicted the mode of pdf(λ)
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from MC: 
exponential ansatz work well 

1209.0772 - Agashe, Franceschini and Kim



pdf(λ)= ?

How to get the distribution  
of λ from the observed L?

For now we just predicted the mode of pdf(λ)



Summary
• 0.5% ⇒ precision QCD 

• combination of methods ⇒ testing different assumptions 

• to reconstruct or not? 

• Energy peaks 

• pheno-Lorentz invariance (Energy Peaks & Generalized Medians 1405.2395) 

• first results for Energy Peaks @ NLO (production & decay) 

• Beyond JES



Back-up



NLO



NLO: production & decay 
(MCFM)
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NLO: production & decay 
(MCFM)
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New methods

• Leptonic Mellin moments  1407.2763 

• Generalized Medians 1405.2395



Leptonic Mellin moments  
1407.2763 

• Take “top like” events 
• no explicit reconstruction of the top 
• observe the shape of some distribution of the leptons

example: pT of ℓ⁺ (non-Lorentz invariant) 
use Mellin’s moments to parametrize the shape

MC: correlate the leptonic shape to mtop 











































































































































































































































templates



Leptonic Mellin moments  
1407.2763 






















































































































• no need for an “auxiliary” definition of “top” 
• no fixed picture of the kinematics 
• naturally an inclusive variable (pp→ ℓ⁺+tags+X) 
• as clean as a lepton (theoretically and experimentally)

• anything that is not simulated might be harmful
• several theoretical subtle effects potentially 

relevant for any template method



µ̂(2) =
1

2

∑

i

mT ,i , i ∈ final state , (3.4)

µ̂(3) = mt , (3.5)

with the transverse masses mT ,i =
√

p2
T ,i +m2

i . We point out that, since in our calculations

the top quarks are treated as stable particles at the level of hard matrix elements, the

difference between eq. (3.3) and (3.4) is the contribution to the latter of the transverse

momentum of the massless parton which is possibly present in the final state (owing to

real-emission corrections); the scale of eq. (3.4) is nothing but HT/2.

Our simulations are carried out at the 8 TeV LHC. Since we only consider the process

of eq. (2.1), i.e. top-pair production without any background contamination, all of our

events are tt̄ ones by construction. On the other hand, in order to perform a more realistic

analysis, we also impose the following event selection: on top of having two oppositely-

charged leptons (electrons and/or muons), events are required to contain at least two

b-flavored jets, with jets defined according to the anti-kT algorithm [32] with R = 0.5, as

implemented in FastJet [33]. The events so selected are then subject to the following cuts:

∣

∣η(ℓ±)
∣

∣ ≤ 2.4 , pT (ℓ
±) ≥ 20 GeV ,

|η(Jb)| ≤ 2.4 , pT (Jb) ≥ 30 GeV . (3.6)

If more than two b-jets are present, the cuts above are imposed on the two hardest ones.

In order to simplify our analysis, b-hadrons have been set stable in HERWIG6, so that the

vast majority of the events just contain the two charged leptons arising from top decays.

In addition to the cuts of eq. (3.6), we have also checked the effects of imposing lepton-jet

isolation cuts: these being negligible, we shall not consider them any further in this paper.

3.1 Calculation of the moments and of the functions fC,U,L(mt)

With the settings described above, we have simulated tt̄ production in all of the six cal-

culational scenarios of table 2; in the case of NLO+PS+MS (which we believe to give the

best description of SM physics, and is thus treated as our reference computation), results

have been obtained with all of the three scales choices of eqs. (3.3)–(3.5), while in all the

other cases only the scale of eq. (3.3) has been considered.

Each of these calculations has been performed eleven times, once for each value of the

top quark mass chosen in the discrete set:

mt = (168, 169, . . . , 178) GeV . (3.7)

In each of these runs, we have computed the first four Mellin moments for all the observables

listed in table 1, both without applying any cuts, and with the selection cuts of eq. (3.6); all

moments are evaluated on the fly (i.e. not a-posteriori using the corresponding differential

distribution), as explained in appendix A. At the end of the runs, we have the predictions

for the Mellin moments that correspond to the central scales and PDF set, and to all non-

central scales and PDFs that belong to the relevant error set; as already explained, all the

non-central results do not require additional runs, but are obtained through reweighting.
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Label
Extended

Accuracy
Parton Spin

name shower correlations

1 NLO+PS+MS NLO Yes Yes

2 LO+PS+MS LO Yes Yes

3 NLO+PS NLO Yes No

4 LO+PS LO Yes No

5 fNLO NLO No No

6 fLO LO No No

Table 2: Calculational scenarios considered in this paper. The rightmost column reports the
inclusion of production spin correlations; decay spin correlations are included in all cases.

consider both LO and NLO results, with or without their matching to parton showers, with

or without including spin-correlation effects. We have thus several calculational scenarios,

which we summarise in table 2. We shall refer to each of them interchangeably with either

their labels or their extended names, the latter chosen in agreement with ref. [19]. NLO

fixed-order computations are based on the FKS subtraction method [20, 21]. NLO results

are matched to parton showers according to the MC@NLO formalism [22]; throughout

this paper, we have used HERWIG6 [23, 24]. Spin-correlation effects in the computations

matched to parton showers are accounted for with the method of ref. [25] through its

implementation in MadSpin [26] (shortened to MS henceforth), a package embedded in

MadGraph5 aMC@NLO. As far as fixed-order results are concerned, only decay spin cor-

relations (i.e. those described by the matrix elements relevant to t → ℓ+νℓb) are taken into

account, whence the “No” in the rightmost entry of the last two rows of table 2.

We have used a five-light-flavour scheme, and the MSTW2008 (68% CL) PDF sets [27]

and their associated errors, at the LO or the NLO depending on the perturbative accu-

racy of the various scenarios reported in table 2. We have included both PDF and scale

uncertainties in our predictions; both have been computed with the reweighting method

of ref. [28]. As far as the latter uncertainties are concerned, they have been obtained with

an independent variation of the renormalisation and factorisations scales, subject to the

constraints

0.5 ≤ ξF , ξR , ξF/ξR ≤ 2 , (3.1)

where

µF = ξF µ̂ , µR = ξRµ̂ , (3.2)

and µ̂ is a reference scale; the default values or central scale choices correspond to ξF = ξR =

1. We point out that eq. (3.1) is a conservative scale variation (as was done e.g. in ref. [29],

and as opposed to setting the two scales equal to a common value), which estimates well

the missing higher-order corrections to the total tt̄ cross section at the NNLO [30,31]. We

have considered three different functional forms for the reference scale µ̂ in eq. (3.2):

µ̂(1) =
1

2

∑

i

mT ,i , i ∈ {t, t̄} , (3.3)
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mtop=174.32 (in the MC)

1 σ-th bias 
σ-th might also change
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rate and distributions might feel differently theory variations

(pT (ℓ+)) because it is the one whose top-mass extractions are affected by the smallest errors

(in the case of the scale of eq. (3.3)). The values of mt that we obtain are given in table 7,

which should be read as follows (this layout will be used for the other tables of this section

as well). Each one of the first three rows corresponds to one of the scales of eqs. (3.3)–

(3.5) (i.e. the ith row is obtained with µ̂(i)). The first, second, and third column reports

the results obtained by considering only the first, up to the second, and up to the third

Mellin moments, respectively. The results in the fourth row are obtained by combining the

three results that appear in the first three rows of the same column. Such a combination

is achieved by weighting those three results with the inverse of the square of their errors.

Since the errors are asymmetric, one treats separately the + and − ones; the two resulting

“central” mt values are possibly different, and the single mt reported in table 7 is then

obtained again with a weighted average. Finally, the numbers in square brackets are the

values of χ2 per degree of freedom, computed by always considering the first four Mellin

moments, regardless of how many of them had been actually used in the combination. One

should not seek a deep meaning in this χ2, in particular because of the way the errors that

enter into it are obtained (i.e. their behaviour from a statistical viewpoint is unknown to

us). On the other hand, while its precise value is not of particular significance, it represents

a very useful reference for the performance of the extraction procedure, as we shall see in

sect. 3.2.4.

scale i = 1 i = 1⊕ 2 i = 1⊕ 2⊕ 3

1 174.73+0.80
−0.79[0.2] 174.73+0.80

−0.79[0.2] 174.72+0.80
−0.79[0.2]

2 174.78+0.90
−0.90[0.6] 174.78+0.90

−0.90[0.6] 174.78+0.90
−0.90[0.6]

3 172.73+2.0
−1.2[0.5] 172.73+1.96

−1.19[0.5] 172.73+1.96
−1.19[0.5]

1⊕ 2⊕ 3 174.46+0.99
−0.92 174.46+0.99

−0.92 174.45+0.99
−0.92

Table 7: Top mass values extracted from observable #1, with up to three moments, and for three
different scale choices. The last line reports the results obtained by combining the central mt values
relevant to the three scales. The numbers in square brackets are χ2/n. The pseudodata top mass
is mpd

t = 174.32 GeV. See the text for details.

The messages to be taken out of table 7 are the following. Firstly, the impact of the

addition of moments beyond the first is extremely modest, if visible at all. This is due to the

fact that the errors affecting mt increase with higher moments, and to the non-negligible

correlations between the moments (see appendix B). Secondly, the scales µ̂(1) and µ̂(2) tend

to give central results larger than the “true” one of the pseudodata, mpd
t = 174.32 GeV,

while the opposite applies to scale µ̂(3), where the effect is more evident (but still within

1σ). Let us then consider the latter case to be definite, and compare the functional form

of eq. (3.5) with those of eq. (3.9). Because of the dependence on the transverse momenta

of the scales used in the pseudodata, which is absent in the case of µ̂(3), the tails of the

pT -related distributions obtained with µ̂(3) will be less rapidly falling than those of the

pseudodata (mainly because the pT -dependence of µR in eq. (3.9) will induce a stronger

αS suppression, relative to the small-pT region, than in the case of µ̂(3); this effect is only
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mtop from pTℓ
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impact of shower: use of partonic NNLO

effect of shower

m(i)
t −m(j)

t . (3.12)

While the differences in eq. (3.11) are sensitive to all theory biases that affect scenarios

#i and #j, we expect that the difference in eq. (3.12) is solely sensitive to the effect of A

(if the factorisation property mentioned above holds to some extent). In the following, we

report the differences that appear in eq. (3.11) and (3.12)10, for all the relevant (#i,#j)

pairs and all the observables of table 1. We shall limit ourselves to considering the first

moments, which are sufficient for the sake of the present exercise; all results are obtained

with the scale of eq. (3.3). In the case of eq. (3.12), which is our main interest here, we also

report the errors affecting the difference, which is computed by combining in quadrature

the errors (determined according to eq. (2.8)) that affect the individual m(i)
t and m(j)

t

values. The errors on the differences in eq. (3.11) are of comparable size, up to a factor
√
2

smaller since mpd
t is assumed to be known with infinite precision.

We start with shower effects, and report the corresponding results in table 4. The

relevant scenario pairs are (3, 5) and (4, 6), the latter being the LO counterpart of the for-

mer, which is accurate to NLO. Note that scenarios #1 and #2 have not been considered

here, owing to the lack of fixed-order results that include production spin correlations. The

obs. m(3)
t −m(5)

t m(3)
t −mpd

t m(4)
t −m(6)

t m(4)
t −mpd

t

1 −0.35+1.14
−1.16 +0.12 −2.17+1.50

−1.80 −0.67

2 −4.74+1.98
−3.10 +11.14 −9.09+0.76

−0.71 +14.19

3 +1.52+2.03
−1.80 −8.61 +3.79+3.30

−4.02 −6.43

4 +0.15+2.81
−2.91 −0.23 −1.79+3.08

−3.75 −1.47

5 −0.30+1.09
−1.21 +0.03 −2.13+1.51

−1.81 −0.67

Table 4: Impact of parton showers on mass extractions. See the text for details.

first observation is that the (3, 5) and (4, 6) cases are rather consistent with each other;

however, the results for eq. (3.12) of the latter are in absolute value systematically larger

than those of the former. This is compatible with the expectation, corroborated by ample

heuristic evidence in many different processes, that shower effects are milder if the under-

lying computations are NLO-accurate (as opposed to LO ones), for the simple reason that

NLO results do already include part of the radiation to be generated by parton showers11.

While in the case of NLO-based simulations all differences are statistically compatible with

zero (within 1σ) except for observable #2, in the case of LO-based simulations more signif-

icant deviations can be seen in the cases of observables #1 and #5 as well. The take-home

message, then, is that shower effects are moderate if higher-order corrections are taken

into account, which is good news in view of the future availability of NNLO parton-level

differential results; however, this conclusion does not apply to the transverse momentum

10Owing to the linear dependence of these three quantities, only one of the differences in eq. (3.11) will

be shown.
11This also shows that NLO and shower effects do not factorise entirely; it remains true that they affect

the mt extraction for a given observable in different manners.
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• understand the combination 
• asses missing effects: NNLO, extra radiation types



obs. m(1)
t −m(3)

t m(1)
t −mpd

t m(2)
t −m(4)

t m(2)
t −mpd

t

1 +0.29+1.17
−1.14 +0.41 −0.08+1.66

−1.96 −0.75

2 −12.32+1.62
−2.13 −1.18 −12.58+0.90

−0.94 +1.60

3 +9.45+2.36
−2.16 +0.84 +8.00+3.74

−4.26 +1.57

4 +0.39+2.93
−3.16 +0.16 −0.11+3.42

−4.16 −1.58

5 +0.22+1.12
−1.28 +0.25 −0.06+1.65

−2.07 −0.73

Table 6: Impact of spin correlations on mass extractions. See the text for details.

inclusive (pT (ℓ+)), and that feature a mild correlation between the decay products of the

top and antitop (E(ℓ+) + E(ℓ−) and pT (ℓ+) + pT (ℓ−)), are rather stable against shower,

NLO, and spin-correlations effects. This is not true for observables for which the correlation

between the two charged leptons is stronger (pT (ℓ+ℓ−) and M(ℓ+ℓ−)): the fact that either

shower or spin-correlation effects (or both) are relevant implies, among other things, that

the computation of the tt̄ cross section at the NNLO with stable tops will not be sufficient

to give a good description of such observables, at the very least in the context of the top

mass extraction considered in this paper.

3.2.3 Results for the top quark mass

In this section we present the results for the extraction of the top quark mass obtained

with our reference computational scenario, NLO+PS+MS. We are specifically interested in

checking the size of the theory uncertainty affecting such an extraction, and its behaviour

(together with that of the central top quark mass) when the results emerging from the

individual observables and moments are combined together. These findings will also serve

as benchmarks for the studies that we shall carry out in sect. 3.2.4, where the extraction

of the top mass will be performed by using the other scenarios of table 2. Furthermore, we

want to study how the above results are influenced by the scale choice, and therefore we

shall consider all of the three forms given in eqs. (3.3)–(3.5).

The general strategy is the following. For a given scale choice, we extract the top mass

from each of the five observables of table 1 and their first three moments12, i.e. fifteen

mt values in total, each with its theory errors of eq. (2.8). These values, or any subset

of them, are then combined to obtain the “best” result. The combination technique is

briefly explained in appendix B, and is rather standard: basically, the central values are

weighted with the inverse of the square of their errors. Since the various observables and

their moments are correlated, it is necessary to take these correlations into account, lest

one skew the final central value of mt and underestimate its error.

The simplest case is that where one uses a single observable for extracting mt; as was

explained in sect. 2.3, this is far from being ideal, and we present it here only as a way to

compare with the multi-observable results that will be shown later. We use observable #1

12The fourth moments turn out not to be particularly useful in the extraction procedure, being affected by

errors larger than those of the lower moments, and being rather strongly correlated with the third moments;

these are the reasons why they are not taken into account.
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relevant to the mt extraction performed by using only three observables (#1, #4, and #5),

or all of them. These two parts thus are in one-to-one correspondence with (the first row

of) tables 8 and 9, respectively.

Scenario i = 1 i = 1⊕ 2 i = 1⊕ 2⊕ 3

Observables #1, #4, #5

LO+PS+MS 173.61+1.10
−1.34[1.0] 173.63+1.10

−1.34[1.0] 173.62+1.10
−1.34[1.0]

NLO+PS 174.40+0.75
−0.81[3.5] 174.43+0.75

−0.81[3.5] 174.60+0.75
−0.79[3.2]

LO+PS 173.68+1.08
−1.31[0.8] 173.68+1.08

−1.31[0.9] 173.75+1.08
−1.31[0.9]

fNLO 174.73+0.72
−0.74[5.5] 174.72+0.71

−0.74[5.6] 175.18+0.64
−0.71[4.6]

fLO 175.84+0.90
−1.05[1.2] 175.75+0.89

−1.05[1.2] 175.82+0.89
−1.04[1.2]

All observables

LO+PS+MS 175.98+0.63
−0.69[16.9] 176.05+0.63

−0.68[17.8] 176.12+0.61
−0.68[18.9]

NLO+PS 175.43+0.74
−0.80[29.2] 176.20+0.73

−0.79[30.1] 175.67+0.73
−0.76[31.2]

LO+PS 187.90+0.6
−0.6[428.3] 187.71+0.60

−0.60[424.2] 187.83+0.58
−0.60[442.8]

fNLO 174.41+0.72
−0.73[96.6] 174.82+0.71

−0.73[93.1] 175.44+0.70
−0.68[94.8]

fLO 197.31+0.42
−0.35[2496.1] 197.19+0.42

−0.35[2505.6] 197.48+0.36
−0.35[3005.6]

Table 10: Combined extracted values of mt, for various scenarios and two choices of the set of
observables. The pseudodata top mass is mpd

t = 174.32 GeV.

From the upper part of table 10, we see that the use of observables #1, #4, and #5

leads to central mt values which may not be in perfect agreement with the pseudodata

value mpd
t , but are not far from it either, irrespective of the calculational scenario consid-

ered. Furthermore, both the errors and the χ2 values are totally reasonable, and rather

consistent with those of table 8. These findings need not be surprising, because they

could be anticipated in sect. 3.2.2, where observables #1, #4, and #5 have been shown

to be fairly insensitive to shower, NLO, and spin-correlation effects. These effects are ulti-

mately the difference between each of the scenarios considered here, and our reference one,

NLO+PS+MS. It is therefore instructive to see what happens when observables #2 and

#3 are used in the extractions as well (lower part of table 10). Not only the differences

among the central results for the extracted top mass are much larger than before (and

particularly so at the LO in absence of proper spin correlations), but it is especially the

χ2 values that increase dramatically, in spite of (and, in a sense, thanks to) the fact that

the errors remain quite moderate. This is exactly the situation that has been described

in sect. 2.3: the extraction of mt from individual observables is always acceptable and

affected by small errors; however, if the underlying theoretical description is incompatible

with that of the (pseudo)data, the different results will be mutually incompatible. A (cer-

tainly non-unique) way of making explicit the presence of such incompatibilities is through

the computation of a χ2. The lower part of table 10 is thus another, very explicit way

of showing why considering a large number of observables with different characteristics is

always beneficial, in this or in other template-based methods.
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relevant to the mt extraction performed by using only three observables (#1, #4, and #5),

or all of them. These two parts thus are in one-to-one correspondence with (the first row

of) tables 8 and 9, respectively.

Scenario i = 1 i = 1⊕ 2 i = 1⊕ 2⊕ 3

Observables #1, #4, #5

LO+PS+MS 173.61+1.10
−1.34[1.0] 173.63+1.10

−1.34[1.0] 173.62+1.10
−1.34[1.0]

NLO+PS 174.40+0.75
−0.81[3.5] 174.43+0.75

−0.81[3.5] 174.60+0.75
−0.79[3.2]

LO+PS 173.68+1.08
−1.31[0.8] 173.68+1.08

−1.31[0.9] 173.75+1.08
−1.31[0.9]

fNLO 174.73+0.72
−0.74[5.5] 174.72+0.71

−0.74[5.6] 175.18+0.64
−0.71[4.6]

fLO 175.84+0.90
−1.05[1.2] 175.75+0.89

−1.05[1.2] 175.82+0.89
−1.04[1.2]

All observables

LO+PS+MS 175.98+0.63
−0.69[16.9] 176.05+0.63

−0.68[17.8] 176.12+0.61
−0.68[18.9]

NLO+PS 175.43+0.74
−0.80[29.2] 176.20+0.73

−0.79[30.1] 175.67+0.73
−0.76[31.2]

LO+PS 187.90+0.6
−0.6[428.3] 187.71+0.60

−0.60[424.2] 187.83+0.58
−0.60[442.8]

fNLO 174.41+0.72
−0.73[96.6] 174.82+0.71

−0.73[93.1] 175.44+0.70
−0.68[94.8]

fLO 197.31+0.42
−0.35[2496.1] 197.19+0.42

−0.35[2505.6] 197.48+0.36
−0.35[3005.6]

Table 10: Combined extracted values of mt, for various scenarios and two choices of the set of
observables. The pseudodata top mass is mpd

t = 174.32 GeV.

From the upper part of table 10, we see that the use of observables #1, #4, and #5

leads to central mt values which may not be in perfect agreement with the pseudodata

value mpd
t , but are not far from it either, irrespective of the calculational scenario consid-

ered. Furthermore, both the errors and the χ2 values are totally reasonable, and rather

consistent with those of table 8. These findings need not be surprising, because they

could be anticipated in sect. 3.2.2, where observables #1, #4, and #5 have been shown

to be fairly insensitive to shower, NLO, and spin-correlation effects. These effects are ulti-

mately the difference between each of the scenarios considered here, and our reference one,

NLO+PS+MS. It is therefore instructive to see what happens when observables #2 and

#3 are used in the extractions as well (lower part of table 10). Not only the differences

among the central results for the extracted top mass are much larger than before (and

particularly so at the LO in absence of proper spin correlations), but it is especially the

χ2 values that increase dramatically, in spite of (and, in a sense, thanks to) the fact that

the errors remain quite moderate. This is exactly the situation that has been described

in sect. 2.3: the extraction of mt from individual observables is always acceptable and

affected by small errors; however, if the underlying theoretical description is incompatible

with that of the (pseudo)data, the different results will be mutually incompatible. A (cer-

tainly non-unique) way of making explicit the presence of such incompatibilities is through

the computation of a χ2. The lower part of table 10 is thus another, very explicit way

of showing why considering a large number of observables with different characteristics is

always beneficial, in this or in other template-based methods.
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relevant to the mt extraction performed by using only three observables (#1, #4, and #5),

or all of them. These two parts thus are in one-to-one correspondence with (the first row

of) tables 8 and 9, respectively.

Scenario i = 1 i = 1⊕ 2 i = 1⊕ 2⊕ 3

Observables #1, #4, #5

LO+PS+MS 173.61+1.10
−1.34[1.0] 173.63+1.10

−1.34[1.0] 173.62+1.10
−1.34[1.0]

NLO+PS 174.40+0.75
−0.81[3.5] 174.43+0.75

−0.81[3.5] 174.60+0.75
−0.79[3.2]

LO+PS 173.68+1.08
−1.31[0.8] 173.68+1.08

−1.31[0.9] 173.75+1.08
−1.31[0.9]

fNLO 174.73+0.72
−0.74[5.5] 174.72+0.71

−0.74[5.6] 175.18+0.64
−0.71[4.6]

fLO 175.84+0.90
−1.05[1.2] 175.75+0.89

−1.05[1.2] 175.82+0.89
−1.04[1.2]

All observables

LO+PS+MS 175.98+0.63
−0.69[16.9] 176.05+0.63

−0.68[17.8] 176.12+0.61
−0.68[18.9]

NLO+PS 175.43+0.74
−0.80[29.2] 176.20+0.73

−0.79[30.1] 175.67+0.73
−0.76[31.2]

LO+PS 187.90+0.6
−0.6[428.3] 187.71+0.60

−0.60[424.2] 187.83+0.58
−0.60[442.8]

fNLO 174.41+0.72
−0.73[96.6] 174.82+0.71

−0.73[93.1] 175.44+0.70
−0.68[94.8]

fLO 197.31+0.42
−0.35[2496.1] 197.19+0.42

−0.35[2505.6] 197.48+0.36
−0.35[3005.6]

Table 10: Combined extracted values of mt, for various scenarios and two choices of the set of
observables. The pseudodata top mass is mpd

t = 174.32 GeV.
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leads to central mt values which may not be in perfect agreement with the pseudodata

value mpd
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mately the difference between each of the scenarios considered here, and our reference one,
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tainly non-unique) way of making explicit the presence of such incompatibilities is through
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Input measurements and uncertainties in GeV
CDF D0 ATLAS CMS World

Uncertainty l+jets di-l all jets Emiss
T l+jets di-l l+jets di-l l+jets di-l all jets Combination

mtop 172.85 170.28 172.47 173.93 174.94 174.00 172.31 173.09 173.49 172.50 173.49 173.34
Stat 0.52 1.95 1.43 1.26 0.83 2.36 0.23 0.64 0.27 0.43 0.69 0.27
iJES 0.49 n.a. 0.95 1.05 0.47 0.55 0.72 n.a. 0.33 n.a. n.a. 0.24
stdJES 0.53 2.99 0.45 0.44 0.63 0.56 0.70 0.89 0.24 0.78 0.78 0.20
flavourJES 0.09 0.14 0.03 0.10 0.26 0.40 0.36 0.02 0.11 0.58 0.58 0.12
bJES 0.16 0.33 0.15 0.17 0.07 0.20 0.08 0.71 0.61 0.76 0.49 0.25
MC 0.56 0.36 0.49 0.48 0.63 0.50 0.35 0.64 0.15 0.06 0.28 0.38
Rad 0.06 0.22 0.10 0.28 0.26 0.30 0.45 0.37 0.30 0.58 0.33 0.21
CR 0.21 0.51 0.32 0.28 0.28 0.55 0.32 0.29 0.54 0.13 0.15 0.31
PDF 0.08 0.31 0.19 0.16 0.21 0.30 0.17 0.12 0.07 0.09 0.06 0.09
DetMod <0.01 <0.01 <0.01 <0.01 0.36 0.50 0.23 0.22 0.24 0.18 0.28 0.10
b-tag 0.03 n.e. 0.10 n.e. 0.10 <0.01 0.81 0.46 0.12 0.09 0.06 0.11
LepPt 0.03 0.27 n.a. n.a. 0.18 0.35 0.04 0.12 0.02 0.14 n.a. 0.02
BGMC 0.12 0.24 n.a. n.a. 0.18 n.a. n.a. 0.14 0.13 0.05 n.a. 0.10
BGData 0.16 0.14 0.56 0.15 0.21 0.20 0.10 n.a. n.a. n.a. 0.13 0.07
Meth 0.05 0.12 0.38 0.21 0.16 0.51 0.13 0.07 0.06 0.40 0.13 0.05
MHI 0.07 0.23 0.08 0.18 0.05 <0.01 0.03 0.01 0.07 0.11 0.06 0.04
Total Syst 0.99 3.13 1.41 1.36 1.25 1.49 1.53 1.50 1.03 1.46 1.23 0.71
Total 1.12 3.69 2.01 1.85 1.50 2.79 1.55 1.63 1.06 1.52 1.41 0.76

Table 3: Uncertainty categories assignment for the input measurements and the result of the world mtop com-
bination. All values are in GeV. In the table, “n.a.” stands for not applicable; “n.e.” refers to uncertainties not
evaluated (see text for details).

⇢EXP ⇢LHC ⇢TEV
⇢COL

⇢CDF ⇢D0 ⇢ATL ⇢CMS ⇢ATL�TEV ⇢CMS�TEV

Stat 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
iJES 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0

stdJES 1.0 1.0 1.0 1.0 0.0 0.0 0.0 0.0
flavourJES 1.0 1.0 1.0 1.0 0.0 0.0 0.0 0.0

bJES 1.0 1.0 1.0 1.0 0.5 1.0 1.0 0.5
MC 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
Rad 1.0 1.0 1.0 1.0 1.0 1.0 0.5 0.5
CR 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0

PDF 1.0 1.0 1.0 1.0 1.0 1.0 0.5 0.5
DetMod 1.0 1.0 1.0 1.0 0.0 0.0 0.0 0.0

b-tag 1.0 1.0 1.0 1.0 0.0 0.0 0.0 0.0
LepPt 1.0 1.0 1.0 1.0 0.0 0.0 0.0 0.0

BGMC† 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
BGData 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

Meth 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
MHI 1.0 1.0 1.0 1.0 1.0 0.0 0.0 0.0

Table 4: Assumed correlation coe�cients for each source of uncertainty. The symbols ⇢CDF, ⇢D0, ⇢ATL, and
⇢CMS represent the assumed correlations among measurements from the same experiment, while ⇢LHC and
⇢TEV indicate the correlations assumed respectively between measurements at the LHC and at the Tevatron.
The ⇢ATL�TEV and ⇢CMS�TEV reflect the correlations between measurements from ATLAS or CMS and the
Tevatron.
† For the BGMC, the 100% correlation is assumed only for measurements using the same tt̄ final state.

5.2 JES uncertainties

The following systematic uncertainties stem from the limited knowledge of the JES [27, 28, 31–35, 65]. Since
the methodologies and assumptions to derive JES corrections and their corresponding uncertainties are not
always directly comparable between experiments, variations of the correlation assumptions described below
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Top mass combination
LHC/Tevatron NOTE

ATLAS-CONF-2014-008
CDF Note 11071

CMS PAS TOP-13-014
D0 Note 6416

March 17, 2014

First combination of Tevatron and LHC measurements of the top-quark mass

The ATLAS, CDF, CMS and D0 Collaborations1

Abstract

We present a combination of measurements of the mass of the top quark, mtop, performed by
the CDF and D0 experiments at the Tevatron collider and the ATLAS and CMS experiments at
the Large Hadron Collider (LHC). The Tevatron data correspond to an integrated luminosity of up
to 8.7 fb�1 of proton-antiproton collisions from Run II of the Tevatron at a centre-of-mass energy
of 1.96 TeV. The LHC data correspond to an integrated luminosity of up to 4.9 fb�1 of proton-
proton collisions from the run at a centre-of-mass energy of 7 TeV. The combination includes
measurements in the tt̄ ! lepton+jets, tt̄ ! dilepton, tt̄ ! all jets and tt̄ ! Emiss

T +jets final states.
The resulting combined measurement of mtop is 173.34 ± 0.27 (stat) ± 0.71 (syst) GeV, with a total
uncertainty of 0.76 GeV.

1Work within the Tevatron Electroweak (TEV-EW-WG) and the Top Physics LHC (TOP-LHC-WG) working groups.
More information at http://tevewwg.fnal.gov and http://twiki.cern.ch/twiki/bin/view/LHCPhysics/TopLHCWG.

c� Copyright 2014 FERMILAB and CERN for the benefit of the CDF, D0, ATLAS and CMS Collaborations.
Reproduction of this article or parts of it is allowed as specified in the CC-BY-3.0 license.
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t→bWg



b fragmentation properties
in t decays

Observables computed in t rest frame.
b stands for hardest b flavoured hadron
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t mass pseudo observables
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Notice small peak in W+b plot, due to x=1 peak in b fragmentation function.
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top masses
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m
pole

= m⇥

1 + g1

↵̄

⇡
+ g2

⇣ ↵̄

⇡

⌘2

+ g3

⇣ ↵̄
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⌘3
�

where

m = mMS(mMS)

↵̄ = ↵(m)

g2 = 13.4434� 1.0414
X

k

✓
1� 4

3
mk

m

◆

g3 = 0.6527 n2
l � 26.655 nl + 190.595

In the range mtop = 171 – 175 GeV, αS is ~constant, and, using the 3-loop expression above,

showing an excellent convergence.  In comparison, the expansion for the bottom quark 
mass behaves very poorly:

m
pole

= m⇥ [1 + 0.047 + 0.010 + 0.003] = 1.060⇥m

This same O(αS3) term gives also: m(3�loop) �m(2�loop) = 0.49 GeV

mb

pole

= mb ⇥ [1 + 0.09 + 0.05 + 0.04]

Pole vs MSbar masses

Assuming that after the 3rd order the perturbative expansion of mpole vs mMS start diverging, the 
smallest term of the series, which gives the size of the uncertainty in the resummation of the 
asymptotic series, is of O(0.003 * m), namely O(500 MeV), consistent with ΛQCD

g1 =
4
3

Melnikov,  van Ritbergen,  Phys.Lett. B482 (2000) 99
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m(B*) – m(B) = 2 λ2/mb ⇒ λ2 ~ 0.15 GeV2  

QCD sum rules:  λ1 ~ 1 GeV2 

QCD sum rules:  Λ = 0.5 ± 0.07 GeV 

mM = mQ + ⇤̄� �1 + 3�2

2mQ

mM⇤ = mQ + ⇤̄� �1 � �2

2mQ

where ⇤̄, �1, �2 are independent of mQ 

From the spectroscopy of the B-meson system:

thus corrections of O(λ1,2 /mtop) are of O(few MeV) and totally negligible

dM* = –1,  dM= 3
See e.g. Falk and Neubert, arXiv:hep-ph/9209268v1

Meson vs hvy-Q masses
Heavy meson ⟹ (point-like color source) + (light antiquark cloud): 
properties of “light-quark” cloud are independent of mQ for mQ→∞
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δmpole=270 MeV for mtop. 

This is smaller than the difference between MSbar masses obtained using 
the 3-loop or 2-loop MSbar vs pole mass conversion.

It would be very interesting to have a 4-loop calculation of MSbar vs 
mpole, to check the rate of convergence of the series, and improve the 
estimate of the mpole ambiguity for the top

Separation between mQ and Λ is however ambiguous: 
renormalon ambiguity on the pole mass:

Beneke and Braun, Nucl. Phys. B426, 301 (1994)
Bigi et al, 1994


