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Mutual Information & Entanglement Negativity
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Short intervals expansion in 2D CFT
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Holographic entanglement entropy in AdS(4)

z

Figure 7: Minimal surface constructed with Surface Evolver corresponding to a star convex domain delimited
by the red curve given by r(⇧) = R0 + a0 cos(k⇧) in polar coordinates in the z = 0 plane, with R0 = 1,
a0 = 0.7 and k = 4. Here the cuto✏ is ⌃ = 0.03 and (V, F ) = (6145, 11776). Only half of the minimal surface
is shown in order to highlight the section given by the green curve.

3.3 Star shaped and non convex regions
The crucial assumption throughout the above discussions is that the minimal surface �̃A can be fully described
by z = z(x, y), where (x, y) � A. Nevertheless, there are many domains A for which this parameterization
cannot be employed because there are pairs of di✏erent points belonging to the minimal surfaces �̃A with
the same projection (x, y) /� A in the z = 0 plane. In these cases, being the analytic approach quite di⇣cult
in general, one can employ our numerical method to find the minimal surfaces and to compute their area.
The numerical data obtained with Surface Evolver would be an important benchmark for analytic results
that could be found in the future.

An interesting class of two dimensional regions to consider is given by the star shaped domains. A
region A at z = 0 belongs to this set of domains if a point P0 � A exists such that the segment connecting
any other point of the region to P0 entirely belongs to A. As for the minimal surface anchored on a
star shaped domain A, by introducing a spherical polar coordinates system (r, ⇧, ⇥) centered in P0 (the
angular ranges are ⇧ � [0, 2⇤) and ⇥ � [0, ⇤/2]), one can parameterize the entire minimal surface. Thus,
we have ⌅ = r sin ⇥ and z = r cos ⇥, being (⌅, ⇧) the polar coordinates of the z = 0 plane. Some interesting
analytic results about these domains have been already found. In particular, [22] considered minimal surfaces
obtained as smooth perturbations around the hemisphere and in [23] the behaviour in the IR regime for
gapped backgrounds [68] has been studied. Our numerical method allows a more complete analysis because,
within our approximations, we can find (numerically) the area of the corresponding minimal surface without
restrictions.

In Fig. 7 we show a star convex domain A delimited by the red curve at z = 0, which does not contain
vertices, and the corresponding minimal surface �̃A anchored on it. Notice that there are pairs of points
belonging to �̃A having the same projection (x, y) /� A on the z = 0 plane. It is worth recalling that in
our regularization the numerical construction of the minimal surface with Surface Evolver has been done by
defining the entangling curve ⌦A at z = ⌃.

In order to give a further check of our numerical method, we find it useful to compare our numerical
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Figure 20: Example of a typical evolution obtained by Surface Evolver in the case of a circular boundary.
The initial configuration consists of an octagonal prism composed of 40 triangles (left). The shape is then
optimized and refined as described in §B, finding the final configuration given by the rightmost surface,
which consists of 10240 triangles and yields �FA = 1.99843⇤ whereas FA = 2⇤ is the exact value from the
analytic result (3.1). In this example the radius of the circle is R = 1 and ⇧ = 0.03.

with t the tangent vector of ��̃A, ⇥ n = t,s (with s the arc lenght) and ⇥n and ⇥g the normal and geodesic
curvature respectively. Since ��̃A lies on the z = 0 plane and ẑ · N = 0 at z = 0, then N = ±n where the
choice of the sign is conventional. By virtue of (A.5) this implies that ⇥g = 0. Thus ��̃A is a geodesic over
�̃A.

An interesting consequence of the previous statement is that the total Gaussian curvature of the surface
is constant, regardless the shape of the boundary in the z = 0 plane. The Gauss-Bonnet theorem tells us
that ˆ

�̃A

KG

⌅
h du1du2 +

˛
⇤�̃A

⇥g ds = 2⇤⌅ , (A.6)

where KG is the Gaussian curvature and ⌅ is the Euler characteristic. Since ⇥g = 0 in our case, we have
ˆ

�̃A

KG

⌅
h du1du2 = 2⇤⌅ . (A.7)

Let us recall that the Euler characteristic is ⌅ = 2 � 2g � b, where g is the genus of the surface and b is the
number of its boundaries.

B Numerical Method
The numerical results presented in §3 and §4 have been obtained with Surface Evolver [61, 62]. This is a
multipurpose shape optimization program created by Brakke [61] in the context of minimal surfaces and
capillarity and then expanded to address generic problems on energy minimizing surfaces. A surface is
implemented as a simplicial complex, i.e. a union of triangles. Given an initial configuration of the surface,
the program evolves the surface toward a local energy minimum by a gradient descent method. The energy
used in our calculations is the H3 area function given in (2.3).

The initial configuration is preferably very simple and contains only the least number of triangles necessary
to achieve a given surface topology (Fig. 20). A typical evolution consists in a sequence of optimization and
mesh-adjustment steps. During an optimization step, the coordinates of the vertices are updated by a local
minimization algorithm (conjugate gradient in our case), resulting in a configuration of lower energy. The
topology of the mesh (i.e. the number of vertices, faces and edges) is not altered during minimization.
A mesh-adjustment step, on the other hand, consists of a set of operations whose purpose is to render
the discretized surface smooth and uniform. These operations can be broadly divided in two class: mesh-
refinements and mesh-repairs. In a mesh-refinement operation a finer grid is overlaid on the coarse one.
This is obtained, for instance, by splitting a triangle in four smaller triangle obtained by joining the mid
points of the original edges. In a mesh-repair operation, the triangles that are too distorted compared to the
average are eliminated. This operation can change the topology of the mesh and possibly also the topology
of the surface which can then breakup into two or more connected parts. This happens, for instance, in the
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Holographic dual of Wilson loops [Maldacena, (1998)] [Rey, Yee, (1998)]
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Figure 1: Top panel: Minimal surfaces constructed by using Surface Evolver where the entangling curve
⌅A is a circle with radius R = 1 (red), an ellipse (orange), a superellipse (3.9) with n = 8 (purple) and the
boundary of a spherocylinder (green) with R1 = 3R2. The cuto� is � = 0.03 and only the y � 0 part of the
minimal surfaces has been depicted to highlight the curves provided by the section y = 0. Bottom panel:
In the (x, y) plane, we show the superellipses with R1 = 3R2 with n = 2 (orange), n = 4 (blue), n = 6
(magenta) and n = 8 (purple), the circle with radius R1 (red curve) and the rectangle circumscribing the
superellipses (dashed lines). The green curve is the boundary of the two dimensional spherocylinder with
R2 = 3R1.

3.1 Superellipse and two dimensional spherocylinder
The first examples of entangling curves ⌅A we consider for which analytic expressions of the corresponding
minimal surfaces are not known are the superellipse and the boundary of the two dimensional spherocylinder,
whose geometries depend on two parameters. The two dimensional spherocylinder nicely interpolates between
the circle and the infinite strip.

In Cartesian coordinates, a superellipse centered in the origin with axes parallel to the coordinate axes
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[Ryu, Takayanagi, (2006)]

SA =
Area(�̃A)

4G(d+2)
N

Surfaces �A s.t. @�A = @A

Find the minimal area surface �̃A

Constant time slice in AdSd+2

[Fonda, Giomi, Salvio, E.T., (2014)]

based on Surface Evolver (by Ken Brakke)

For arbitrary shapes of @A and AdS4 we employ a numerical method



HEE in AdS(4). From the disk to the infinite strip
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ellipse

spherocylinder

superellipse n = 4

superellipse n = 6

superellipse n = 8

superellipse n = 3

R2

R1

�FA

R1/R2

R2 = 2 R2 = 1
circle

Figure 2: Numerical data for ⇧FA, defined in (3.8), corresponding to domains A which are two dimensional
spherocylinders or delimited by superellipses. Here � = 0.03. In the main plot R2 = 1, while in the inset,
which shows a zoom of the initial part of the main plot in logarithmic scale on both the axes, we have also
reported data with R2 = 2. The horizontal dotted black line corresponds to the infinite strip (3.6) and the
dashed one to the auxiliary surface where the sections at x = ±R1 have been added (see (3.7)). The red
and blue dotted horizontal lines come from the asymptotic result (C.10) evaluated for n = 2 and n = 3
respectively.

is described by the equation
|x|n

Rn
1

+ |y|n

Rn
2

= 1 , R1 > R2 > 0 , n > 2 , (3.9)

where R1, R2 and n are real and positive parameters. The curve (3.9) is also known as Lamé curve and here
we consider only integers n > 2 for simplicity. The special case n = 2 in (3.9) is the ellipse with semi-major
and semi-minor axes given by R1 and R2 respectively. As the positive integer n increases, the superellipse
approximates the rectangle with sides 2R1 and 2R2. When R1 = R2, the curves (3.9) for various n are
known as squircles because they have intermediate properties between the ones of a circle (n = 2) and the
ones of a square (n ⌅ ⇧). In the bottom panel of Fig. 1, we show some superellipses with R1 = 3R2, the
circle with radius R1 included in all the superellipses and the rectangle circumscribing them.

In order to study the interpolation between the circle and the infinite strip, a useful domain to consider is
the two dimensional spherocylinder. The spherocylinder (also called capsule) is a three dimensional volume
consisting of a cylinder with hemispherical ends. Here we are interested in its two dimensional version, which
is a rectangle with semicircular caps. In particular, the two dimensional spherocylinder circumscribed by
the rectangle with sides 2R1 and 2R2 is defined as the set S ⇤ D  C+  C�, where the rectangle D and the
disks C± are

D ⇤
⇤

(x, y) , |y| 6 R2 , |x| 6 R1 �R2
⌅

, C± ⇤
⇤

(x, y) ,
�
x ± (R1 �R2)

⇥2 + y2 6 R2
⌅

. (3.10)
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Figure 1: Top panel: Minimal surfaces constructed by using Surface Evolver where the entangling curve
⌅A is a circle with radius R = 1 (red), an ellipse (orange), a superellipse (3.9) with n = 8 (purple) and the
boundary of a spherocylinder (green) with R1 = 3R2. The cuto� is � = 0.03 and only the y � 0 part of the
minimal surfaces has been depicted to highlight the curves provided by the section y = 0. Bottom panel:
In the (x, y) plane, we show the superellipses with R1 = 3R2 with n = 2 (orange), n = 4 (blue), n = 6
(magenta) and n = 8 (purple), the circle with radius R1 (red curve) and the rectangle circumscribing the
superellipses (dashed lines). The green curve is the boundary of the two dimensional spherocylinder with
R2 = 3R1.

3.1 Superellipse and two dimensional spherocylinder
The first examples of entangling curves ⌅A we consider for which analytic expressions of the corresponding
minimal surfaces are not known are the superellipse and the boundary of the two dimensional spherocylinder,
whose geometries depend on two parameters. The two dimensional spherocylinder nicely interpolates between
the circle and the infinite strip.

In Cartesian coordinates, a superellipse centered in the origin with axes parallel to the coordinate axes
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|x|n

R

n
1

+
|y|n

R

n
2

= 1

squircles: R1 = R2

Superellipses:

AA =
PA

"

� FA + o(1) ⌘ PA

"

� e
FA

x

y

z

x

y

R1

R2

Figure 1: Top panel: Minimal surfaces constructed by using Surface Evolver where the entangling curve
⌅A is a circle with radius R = 1 (red), an ellipse (orange), a superellipse (3.9) with n = 8 (purple) and the
boundary of a spherocylinder (green) with R1 = 3R2. The cuto� is � = 0.03 and only the y � 0 part of the
minimal surfaces has been depicted to highlight the curves provided by the section y = 0. Bottom panel:
In the (x, y) plane, we show the superellipses with R1 = 3R2 with n = 2 (orange), n = 4 (blue), n = 6
(magenta) and n = 8 (purple), the circle with radius R1 (red curve) and the rectangle circumscribing the
superellipses (dashed lines). The green curve is the boundary of the two dimensional spherocylinder with
R2 = 3R1.

3.1 Superellipse and two dimensional spherocylinder
The first examples of entangling curves ⌅A we consider for which analytic expressions of the corresponding
minimal surfaces are not known are the superellipse and the boundary of the two dimensional spherocylinder,
whose geometries depend on two parameters. The two dimensional spherocylinder nicely interpolates between
the circle and the infinite strip.

In Cartesian coordinates, a superellipse centered in the origin with axes parallel to the coordinate axes

6



HEE in AdS(4). Polygons (I)

Figure 3: Minimal area surfaces constructed with Surface Evolver whose  A is a polygon with three (left),
four (middle) and eight (right) sides. The red polygons  A lie in the plane at z = 0 and the z axis points
downward but, according to our regularization, the triangulated surfaces are anchored to the same polygons
at z = ⌅. The pair (V, F ) giving the number of vertices V and the number of faces F for these surfaces is
(1585, 3072) (left), (2113, 4096) (middle) and (4225, 8192) (right). The number of edges can be found from
the Euler formula with vanishing genus and one boundary.
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Figure 4: Left: Section of the minimal surfaces anchored to an equilateral triangle (red, magenta and purple
points), a square (blue points) or an octagon (green points) inscribed in a circle, as indicated in the inset
by the black line. The continuos lines are z = ⇥/f0(�N ), where f0(�) is found from (3.15) with N = 3
(red), N = 4 (blue) or N = 8 (green). The dashed black curve is the hemisphere corresponding to the circle
circumscribing the polygons at z = 0 (dashed in the inset), while the dashed grey horizontal line corresponds
to the cuto� ⌅ = 0.03. Right: A zoom of the left panel around the origin, placed in the common vertex of the
polygons. For the triangle, three di�erent values of ⌅ ⇤ {0.03, 0.02, 0.01} has been considered to highlight
how the agreement with the analytic result improves as ⌅ ⇥ 0.

the coe✏cient of the logarithmic term in (2.5) we can write

BA � 2
N�

i=1
b(�i) . (3.12)

The function b(�) has been first found in [66], where the holographic duals of the correlators of Wilson
loops with cusps have been studied, by considering the minimal surface near a cusp whose opening angle
is �. Notice that (3.12) does not depend on the lengths of the edges but only on the convex angles of
the polygon. Further interesting results have been obtained in the context of the holographic entanglement
entropy [57,67].

Introducing the polar coordinates (⇥,⇤) in the z = 0 plane, one considers the domain {|⇤| � �/2 , ⇥ < L},
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[Fonda, Giomi, Salvio, E.T., (2014)]

Minimal surfaces anchored on finite polygons

can be studied numerically

Figure 3: Minimal area surfaces constructed with Surface Evolver whose  A is a polygon with three (left),
four (middle) and eight (right) sides. The red polygons  A lie in the plane at z = 0 and the z axis points
downward but, according to our regularization, the triangulated surfaces are anchored to the same polygons
at z = ⌅. The pair (V, F ) giving the number of vertices V and the number of faces F for these surfaces is
(1585, 3072) (left), (2113, 4096) (middle) and (4225, 8192) (right). The number of edges can be found from
the Euler formula with vanishing genus and one boundary.
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Figure 4: Left: Section of the minimal surfaces anchored to an equilateral triangle (red, magenta and purple
points), a square (blue points) or an octagon (green points) inscribed in a circle, as indicated in the inset
by the black line. The continuos lines are z = ⇥/f0(�N ), where f0(�) is found from (3.15) with N = 3
(red), N = 4 (blue) or N = 8 (green). The dashed black curve is the hemisphere corresponding to the circle
circumscribing the polygons at z = 0 (dashed in the inset), while the dashed grey horizontal line corresponds
to the cuto� ⌅ = 0.03. Right: A zoom of the left panel around the origin, placed in the common vertex of the
polygons. For the triangle, three di�erent values of ⌅ ⇤ {0.03, 0.02, 0.01} has been considered to highlight
how the agreement with the analytic result improves as ⌅ ⇥ 0.

the coe✏cient of the logarithmic term in (2.5) we can write

BA � 2
N�

i=1
b(�i) . (3.12)

The function b(�) has been first found in [66], where the holographic duals of the correlators of Wilson
loops with cusps have been studied, by considering the minimal surface near a cusp whose opening angle
is �. Notice that (3.12) does not depend on the lengths of the edges but only on the convex angles of
the polygon. Further interesting results have been obtained in the context of the holographic entanglement
entropy [57,67].

Introducing the polar coordinates (⇥,⇤) in the z = 0 plane, one considers the domain {|⇤| � �/2 , ⇥ < L},
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Infinite wedge with opening angle ↵ (|�| 6 ↵/2)

z =
⇢

f(�)

� =

Z f

f0

1

⇣


(⇣2 + 1)

✓
⇣2(⇣2 + 1)

f2
0 (f

2
0 + 1)

� 1

◆�� 1
2

d⇣ f0 ⌘ f(0)

[Drukker, Gross, Ooguri, (1999)]

f ! 1 then � ! ↵/2

[Hirata, Takayanagi, (2006)]



HEE in AdS(4). Polygons (II)
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Numerical checks with Surface Evolver
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Figure 6: The quantity  BA in (3.11) corresponding to ⌦A given by polygons with N equal sides circumscribed
by a circle with radius R. The cuto� is ⇧ = 0.03 and the values of N are indicated above the corresponding
series of data points. The black curve is given by (3.12) and (3.16).

Plugging (3.13) into the area functional, the problem becomes one dimensional, similarly to the case of the
infinite strip slightly discussed in §3. Since the resulting integrand does not depend explicitly on ⌅, the
corresponding conservation law tells us that (f4 + f2)/

�
(f ⇥)2 + f4 + f2 is independent of ⌅. Thus, the

profile for 0 � ⌅ < �/2 (the part of the surface with ��/2 < ⌅ � 0 is obtained by symmetry) is given by

⌅ =
ˆ f

f0

1
⇥

⇧
(⇥2 + 1)

⇤
⇥2(⇥2 + 1)
f2

0 (f2
0 + 1) � 1

⌅⌃� 1
2

d⇥ , (3.14)

being f0 ⇥ f(0). When f ⇤ ⌅, we require that the l.h.s. of (3.14) becomes �/2 and, by inverting the
resulting relation, one finds f0 = f0(�). In this limit the integral in (3.14) can be evaluated analytically in
terms of elliptic integrals � and K (see §E for their definitions) as follows

�(f0) = 2f̃0

�
1 � 2f̃2

0
1 � f̃2

0

⌦
�
�
1 � f̃2

0 , f̃2
0
⇥

� K
�
f̃2

0
⇥↵

, f̃2
0 ⇥ f2

0
1 + 2f2

0
⇧ [0, 1/2] . (3.15)

Notice that when f0 ⇤ 0 we have � ⇤ ⇤, which means absence of the corner, while � ⇤ 0 for f0 ⇤ ⌅.
As for the area of the minimal surface given by (3.13), one finds that

b(�) ⇥
ˆ ⇤

0

⌥
1 �

�
⇥2 + f2

0 + 1
⇥2 + 2f2

0 + 1

�
d⇥ =

E
�
f̃2

0
⇥

�
�
1 � f̃2

0
⇥
K
�
f̃2

0
⇥

�
1 � 2f̃2

0

, (3.16)

where f0 = f0(�) can be found by inverting numerically (3.15). The function (3.16) has a pole when � ⇤ 0
(in particular, b(�) = ⌅( 3

4 )4/(⇤�) + . . . ) while b(⇤) = 0, which is expected because � = ⇤ means no cusp
and the logarithmic divergence does not occur for smooth entangling curves.

An interesting family of curves to study is the one made by the convex regular polygons. They are
equilateral, equiangular and all vertices lie on a circle. For instance, a rhombus does not belong to this
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Regular polygons
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Figure 5: The quantity �BA in (3.11) with AA evaluated with Surface Evolver when the entangling curve
�A is either an isosceles triangle whose basis has length � (top panel) or a rhombus whose side length is �
(bottom panel). Here ⌅ = 0.03. The black continuous curves are obtained from (3.12) and (3.16).

where L � 1. By employing scale invariance, one introduces the following ansatz [66]

z = ⇥

f(⇤) , (3.13)

in terms of a positive function f(⇤), which is even in the domain |⇤| � �/2 and f ⇥ +⇤ for |⇤| ⇥ �/2.
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Isosceles triangles

WA influenced by the regularization

[Drukker, Gross, Ooguri, (1999)]
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Figure 8: Minimal surfaces corresponding to entangling curves  A at z = 0 given by (3.21) with R = 3,
k = 4, µ = 0 and for di�erent values of the parameter a, which delimit star shaped domains (red curves in
the inset). In the inset, where the z direction points downward, we show the minimal surfaces constructed
through Surface Evolver with ⇧ = 0.03. In the main plot, the solid curves are their sections of the minimal
surfaces of the inset at ⌅ = ⇤/4 (like the green curve in Fig. 7), while the curves made by the empty small
circles are obtained from the linearized solution of [22]. The colors in the main plot correspond to di�erent
values of a ⇥ {0.2, 0.4, 0.6, 0.8} (red, green, blue and black respectively), while in the inset a increases starting
from the top left surface and going to the top right, bottom left and bottom right ones.

results against the analytic ones obtained in [22], where the equation of motion coming from (2.3) written
in polar coordinates (r,⌅, �) has been linearized to second order around the hemisphere solution with radius
R, finding

r(�,⌅) = R + a r1(�,⌅) + a2r2(�,⌅) + O(a3) , (3.18)
where the r1(�,⌅) and r2(�,⌅) are given by [22]

r1(�,⌅) = [tan(�/2)]k(1 + k cos �) cos(k⌅) , (3.19)

r2(�,⌅) = [tan(�/2)]2k

4R

⇤
(1 + k cos �)2 +

�
µ (1 + 2k cos �) + k2 cos2 �

⇥
cos(2k⌅)

⌅
, (3.20)

being k ⇥ N and µ ⇥ R two parameters of the linearized solution. The minimal surface equation coming
from (2.3) is satisfied by (3.18) at O(a2). Notice that r1(� = 0,⌅) = r2(� = 0,⌅) = 0, which means that
the maximum value reached by the linearized solution along the z direction is R, like for the hemisphere.
Neglecting the O(a3) terms in (3.18), one has a surface spanning the curve r(⇤/2,⌅) � R2(⌅) at z = 0,

14

Smooth perturbations

around the hemisphere

[Hubeny, (2012)]

(star shaped regions)

z

Figure 9: Minimal surfaces constructed with Surface Evolver corresponding to non convex domains at z = 0
delimited by the red and blue curves, which are made by arcs of circle centered either in the origin or in
the points identified by the black dots. The green and magenta curves are sections of the minimal surfaces
anchored on the red and the blue curves respectively.

which reads
R2(⌅) � R + a cos(k⌅) + a2

4R

�
1 + µ cos(2k⌅)

⇥
. (3.21)

In Fig. 8 we construct the minimal surfaces providing the holographic entanglement entropy of some examples
of star shaped regions A delimited by (3.21) where R and µ are kept fixed while a takes di�erent values,
taking the ⌅ = ⇤/4 section of these surfaces (see also the green curve in Fig. 7). Compare the resulting
curves (the solid ones in the main plot of Fig. 8) with the corresponding ones obtained from the second order
linearized solution (3.18) (made by the empty circles), we observe that the agreement is very good for small
values of a/R and it gets worse as a/R increases, as expected.

Our numerical method is interesting because it does not rely on any particular parameterization of the
surface and this allows us to study the most generic non convex domain. In Fig. 9 we show two examples of
non convex domains A which are not star shaped: one is delimited by the red curve and the other one by the
blue curve. We could see these domains as two two dimensional spherocylinders which have been bended in
a particular way. Constructing the minimal surfaces �̃A anchored on their boundaries and considering their
sections given by the green and magenta curves, one can clearly observe that some pair of points belonging
to the minimal surfaces have the same projection (x, y) /⇥ A on the z = 0 plane, as already remarked above.
An analytic description of these surfaces is more di✏cult with respect to the minimal surfaces anchored on
the boundary of star shaped domains because it would require more patches.

15

[Fonda, Giomi, Salvio, E.T., (2014)]

Surface Evolver allows to consider

surfaces which are di�cult
to parameterize



HEE in AdS(4). Annulus
Competition between two configurations of minimal surfaces (⌘ ⌘ R

in

/R
out

)

[Drukker, Fiol, (2005)][Gross, Ooguri, (1998)] [Zarembo, (1999)] [Olesen, Zarembo, (2000)]
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Figure 11: Left panel: Radial profiles of the connected surfaces anchored on the boundary of an annulus A
which are local minima of the area functional. Comparison between the section of the surfaces constructed
with Surface Evolver (black dots) and the analytic expressions reported in §4.1.1. While the external radius
is kept fixed to Rout = 1, for the internal one the values Rin = 0.38 (red), 0.5 (green) and 0.7 (magenta) have
been chosen. The cuto✏ is ⇧ = 0.03 and, according to our regularization prescription, ↵A has been defined
at z = ⇧ in the numerical construction. Right panel: The sign of ⇧A establishes the minimal area surface
between the connected surface and the two disjoint hemispheres. The black curve is obtained from (4.12)
by varying K > 0 and it is made by two branches joining at � = ��, where the lower one corresponds to
the connected solution which is not the minimal one between the two connected ones. The data points have
been found with Surface Evolver for various annular domains. Notice that in the left panel � < �c only for
the red curve.

The integral occurring in f±,K can be computed in terms of the incomplete elliptic integrals of the first and
third kind (see §E), finding

f±,K(z̃) = 1
2 log(1 + z̃2) ± ⇥

⌦
1 � 2⇥2

⇥2 � 1
⌥
F
�
⌅(z̃)|⇥2⇥� ⇣

�
1 � ⇥2, ⌅(z̃)|⇥2⇥

�
, (4.5)

where we have introduced

⌅(z̃) ⇤ arcsin
⇧

z̃/z̃m 
1 + ⇥2(z̃/z̃m � 1)

⌃
, ⇥ ⇤

↵
1 + z̃2

m

2 + z̃2
m

. (4.6)

The matching condition of the two branches (4.3) provides a relation between � � �� and the constant K,
namely (from (D.13))

log(�) = �
ˆ z̃m

0

2 ⇤2

(1 + ⇤2)
 

K(1 + ⇤2) � ⇤4
d⇤ = 2⇥

⌦
1 � 2⇥2

⇥2 � 1
⇤
K
�
⇥2⇥� ⇣

�
1 � ⇥2, ⇥2⇥

⌅
, (4.7)

where K(m) and ⇣(n, m) are the complete elliptic integrals of the first and third kind respectively.
The relation (4.7) tells us � = �(K) and ⇥ ⌅ [1/

⌥
2, 1]. As discussed in §D.2, where also related figures

are given, plotting this function one gets a curve whose global minimum tells us that �� = 0.367. From this
curve it is straightforward to observe that, for any given � ⌅ (��, 1), there are two values of K fulfilling the
matching condition (4.7). This means that, correspondingly, there are two connected surfaces anchored on
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Figure 12: The connected surface anchored on the boundary of an annulus at z = 0 (top left panel), which
is a local minimum of the area functional, can be mapped through (4.13) into one of the connected surfaces
anchored on the configurations of circles at z = 0 shown in the remaining panels, depending on the value of
the parameter of the transformation (4.13), as discussed in §4.1.2. The mapping preserves the color code.
The green circle in the top left panel corresponds to the matching of the two branches given by (4.3) and
(4.7) (see the point Pm in Fig. 23) and it is mapped into the vertical circle in the bottom right panel.

4.1.2 Two disjoint disks
In this section we consider domains A made by two disjoint disks by employing the analytic results for the
annulus reviewed in §4.1.1 and some isometries of H3. This method has been used in [69] for the case of a
circle, while the case of two disjoint circles has been recently studied in [59, 60]. The analytic results found
in this way provide another important benchmark for the numerical data obtained with Surface Evolver.

Let us consider the following reparameterizations of H3, which correspond to the special conformal
transformations on the boundary [69]

x̃ = x + bx(|v|2 + z2)
1 + 2b · v + |b|2(|v|2 + z2) , ỹ = y + by(|v|2 + z2)

1 + 2b · v + |b|2(|v|2 + z2) , z̃ = z

1 + 2b · v + |b|2(|v|2 + z2) ,

(4.13)
being b ⇤ (bx, by) a vector in R2 and v ⇤ (x, y).

When z = 0 in (4.13), the maps (x, y) ⌅ (x̃, ỹ) are the special conformal transformations of the Euclidean
conformal group in two dimensions. These transformations in the z = 0 plane send a circle C with center
c = (cx, cy) and radius R into another circle ⇥C with center c̃ = (c̃x, c̃y) and radius ⇥R which are given by

c̃i = ci + bi(|c|2 � R2)
1 + 2b · c + |b|2(|c|2 � R2) i ⇧ {x, y} , ⇥R = R��1 + 2b · c + |b|2(|c|2 � R2)

�� . (4.14)

Notice that the center c̃ is not the image of the center c under (4.13) with z = 0. Moreover, when c is such
that the denominator in (4.14) vanishes, the circle is mapped into a straight line [69].
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When z = 0 in (4.13), the maps (x, y) ⌅ (x̃, ỹ) are the special conformal transformations of the Euclidean
conformal group in two dimensions. These transformations in the z = 0 plane send a circle C with center
c = (cx, cy) and radius R into another circle ⇥C with center c̃ = (c̃x, c̃y) and radius ⇥R which are given by

c̃i = ci + bi(|c|2 � R2)
1 + 2b · c + |b|2(|c|2 � R2) i ⇧ {x, y} , ⇥R = R��1 + 2b · c + |b|2(|c|2 � R2)

�� . (4.14)

Notice that the center c̃ is not the image of the center c under (4.13) with z = 0. Moreover, when c is such
that the denominator in (4.14) vanishes, the circle is mapped into a straight line [69].

20

Figure 12: The connected surface anchored on the boundary of an annulus at z = 0 (top left panel), which
is a local minimum of the area functional, can be mapped through (4.13) into one of the connected surfaces
anchored on the configurations of circles at z = 0 shown in the remaining panels, depending on the value of
the parameter of the transformation (4.13), as discussed in §4.1.2. The mapping preserves the color code.
The green circle in the top left panel corresponds to the matching of the two branches given by (4.3) and
(4.7) (see the point Pm in Fig. 23) and it is mapped into the vertical circle in the bottom right panel.

4.1.2 Two disjoint disks
In this section we consider domains A made by two disjoint disks by employing the analytic results for the
annulus reviewed in §4.1.1 and some isometries of H3. This method has been used in [69] for the case of a
circle, while the case of two disjoint circles has been recently studied in [59, 60]. The analytic results found
in this way provide another important benchmark for the numerical data obtained with Surface Evolver.

Let us consider the following reparameterizations of H3, which correspond to the special conformal
transformations on the boundary [69]

x̃ = x + bx(|v|2 + z2)
1 + 2b · v + |b|2(|v|2 + z2) , ỹ = y + by(|v|2 + z2)
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Figure 14: Left: Sections of minimal surfaces when A is made by two equal disjoint domains with smooth
boundaries, like the red curves in Fig. 10. The coloured solid lines are the numerical results found with
Surface Evolver for the shapes indicated in the common legend in the right panel. Here R2 = 1 and ⌃ = 0.03.
The black dots (notice that they reach z = 0) correspond to the minimal surface for two disjoint circles and
they have been found by mapping the connected minimal surface for the annulus through the transformations
(4.13) (see §4.1.2 and Fig. 12). The dashed curve corresponds to two infinite strips. Right: Zoom of the part
of the left panel enclosed by the black rectangle.

overlap. As for their ratio ⇤̃ ⇥ ⌦R1/ ⌦R2, we find

⇤̃ =

⇧
���⌥

���⌃

�2 � ⇤2

⇤(�2 � 1) �2 ⇧ (0, ⇤2) ⌥ (1,⌅) overlapping disks ,

�2 � ⇤2

⇤(1� �2) �2 ⇧ (⇤2, 1) disjoint disks .
(4.16)

Notice that ⇤̃ ⇤ 1/⇤ > 1 for �2 ⇤ ⌅. Thus, given ⇤ and �, the equations (4.15) and (4.16) provide ⇥̃ and
⇤̃. By inverting them, one can write ⇤ and � in terms of ⇥̃ and ⇤̃. The system is made by two quadratic
equations and some care is required to distinguish the various regimes.

When the disks after the mapping are disjoint, i.e. ⇤2 < �2 < 1, an interesting special case to discuss
is ⌦R1 = ⌦R2, namely when the disjoint disks have the same radius ⌦R = Rin/(1 � ⇤) = Rout/(⇤�1 � 1), being
Rin < Rout the radii of the two concentric circles at z = 0 centered in the origin. Setting ⇤̃ = 1 in (4.16), one
finds that it happens for �2 = ⇤, i.e. |b|2 = 1/(RinRout). The distance corresponding to this value of � can
be found from (4.15) and it is given by d/Rin = (1 + ⇤)/

� 
⇤(1� ⇤)

⇥
or, equivalently, by ⇥̃ = (1 + ⇤)/ ⇤. By

inverting this relation, one finds ⇤(⇥̃) =
⇤

⇥̃2 � 2 �
�
(⇥̃2 � 2)2 � 4

⇥1/2⌅
/2, where the root ⇤(⇥̃) < 1 has been

selected and ⇥̃ > 2 must be imposed in order to avoid the intersection of the two equal disks.
Once the vector b = (bx, by) = |b|(cos ⇧b, sin ⇧b) is chosen by fixing the initial and final configurations

of circles at z = 0, the transformations (4.13) for the points in the bulk are fixed as well and they can be
used to map the points belonging to the minimal surfaces spanning the initial configuration of circles. In
particular, let us consider a circle given by (R⇥ cos ⇧, R⇥ sin ⇧, z⇥) for ⇧ ⇧ [0, 2⌅), lying in a plane at z = z⇥

parallel to the boundary. This circle is mapped through (4.13) into another circle  C whose radius is given by

 R = R⇥↵
1 + 2|b|2(z2

⇥ �R2
⇥) + |b|4(z2

⇥ + R2
⇥)2

, (4.17)

22

z

Figure 13: Two examples of minimal surfaces (constructed with Surface Evolver) corresponding to A made
by two disjoint and equal disks ( A is given by the red and blue circles). Only half of the surfaces is shown
in order to highlight their section through a plane orthogonal to z = 0 and to the segment connecting the
centers. This section provides a circle whose radius and center are given in (4.20). In this figure ⌅ = 0.03,
the red circles have radius R = 1 and the distance between their centers is d = 2.16, while for the blue ones
R = 0.75 and d = 1.68.

Considering two concentric circles at z = 0 with radii Rin < Rout, their images are two di�erent circles
at z = 0 which do not intersect. In order to deal with simpler expressions for the mapping, let us place
the center of the concentric circles in the origin, i.e. c = (0, 0). By introducing ⇤ ⇥ Rin/Rout < 1 for the
initial configuration of concentric circles centered in the origin and denoting by �R1 ⇥ Rin/|1 � |b|2R2

in| and
�R2 ⇥ Rout/|1� |b|2R2

out| the radii of the circles after the mapping, the distance between the two centers reads

d = (1 � ⇤2)�
|(1 � �2)(�2 � ⇤2)| Rin = (1 � ⇤2)�

|�2 � ⇤2|
�R1 , (4.15)

where �2 ⇥ |b|2R2
in. Thus, ⇤ and � fix the value of the ratio ⇥̃ ⇥ d/ �R1. The final disks are either disjoint or

fully overlapping, depending on the sign of the expression within the absolute value in the denominator of
(4.15). In particular, when �2 ⌅ (⇤2, 1) the two disks are disjoint, while when �2 ⌅ (0, ⇤2) ⇧ (1, +⇤) they
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Analytic expressions can be checked

with Surface Evolver

Figure 12: The connected surface anchored on the boundary of an annulus at z = 0 (top left panel), which
is a local minimum of the area functional, can be mapped through (4.13) into one of the connected surfaces
anchored on the configurations of circles at z = 0 shown in the remaining panels, depending on the value of
the parameter of the transformation (4.13), as discussed in §4.1.2. The mapping preserves the color code.
The green circle in the top left panel corresponds to the matching of the two branches given by (4.3) and
(4.7) (see the point Pm in Fig. 23) and it is mapped into the vertical circle in the bottom right panel.

4.1.2 Two disjoint disks
In this section we consider domains A made by two disjoint disks by employing the analytic results for the
annulus reviewed in §4.1.1 and some isometries of H3. This method has been used in [69] for the case of a
circle, while the case of two disjoint circles has been recently studied in [59, 60]. The analytic results found
in this way provide another important benchmark for the numerical data obtained with Surface Evolver.

Let us consider the following reparameterizations of H3, which correspond to the special conformal
transformations on the boundary [69]

x̃ = x + bx(|v|2 + z2)
1 + 2b · v + |b|2(|v|2 + z2) , ỹ = y + by(|v|2 + z2)

1 + 2b · v + |b|2(|v|2 + z2) , z̃ = z

1 + 2b · v + |b|2(|v|2 + z2) ,

(4.13)
being b ⇤ (bx, by) a vector in R2 and v ⇤ (x, y).

When z = 0 in (4.13), the maps (x, y) ⌅ (x̃, ỹ) are the special conformal transformations of the Euclidean
conformal group in two dimensions. These transformations in the z = 0 plane send a circle C with center
c = (cx, cy) and radius R into another circle ⇥C with center c̃ = (c̃x, c̃y) and radius ⇥R which are given by

c̃i = ci + bi(|c|2 � R2)
1 + 2b · c + |b|2(|c|2 � R2) i ⇧ {x, y} , ⇥R = R��1 + 2b · c + |b|2(|c|2 � R2)

�� . (4.14)

Notice that the center c̃ is not the image of the center c under (4.13) with z = 0. Moreover, when c is such
that the denominator in (4.14) vanishes, the circle is mapped into a straight line [69].
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Isometries of H3 can be employed to map the case of the annulus

into the case of two disjoint disks
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squircles n = 3

squircles n = 4

squircles n = 6
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d/R

IA1,A2

R = 2 R = 1

Figure 15: Holographic mutual information of two disjoint and equal domains delimited by squircles for
various n. The coloured points are the numerical data obtained with Surface Evolver, while the black
triangles correspond to the solid black curve of Fig. 11 (right panel) mapped through the transformation
(4.16) with �2 = ⇤. The transition between the connected surface and the configuration of disconnected
surfaces occurs at the zero of each curve. A point having IA1,A2 < 0 corresponds to a connected surface
which is a local minimum of the area functional but it is not the global minimum for the corresponding
entangling curve.

mutual information of a domain A made by two equal disjoint disks. The black triangles have been found by
mapping the black curve for the annulus in the right panel of Fig. 11 (which is given by the r.h.s. of (4.12))
through ⇤ = ⇤(⇥̃) found above. The agreement with the corresponding data obtained with Surface Evolver
(red curve) is very good. Notice that, as already observed for the annulus in §4.1.1, also in this case Surface
Evolver finds a surface which is a local minimum of the area functional, even if it is not the global minimum.
Let us conclude by emphasizing that, while this numerical method is very e�cient in finding surfaces which
are local minima for the area functional when they exist, it is not suitable for studying the existence of a
surface with a given topology.

4.2 Other shapes
In §4.1.2 we have considered the holographic mutual information of two disjoint circular domains, for which
analytic results are available. When A = A1 ⇥ A2 is not made by two disjoint disks, analytic results for the
corresponding holographic mutual information are not known and therefore a numerical approach could be
very useful. Here we employ Surface Evolver to study IA1,A2 (defined in (4.1)) of disjoint regions delimited
by some of the smooth curves introduced in §3.1.

The holographic mutual information of non circular domains depends on the geometries of their bound-
aries, on their distance and also on their relative orientation. Independently of the shapes of ⇧A1 and ⇧A2,
once the domains and their relative orientation have been fixed, the holographic mutual information vanishes
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Figure 12: The connected surface anchored on the boundary of an annulus at z = 0 (top left panel), which
is a local minimum of the area functional, can be mapped through (4.13) into one of the connected surfaces
anchored on the configurations of circles at z = 0 shown in the remaining panels, depending on the value of
the parameter of the transformation (4.13), as discussed in §4.1.2. The mapping preserves the color code.
The green circle in the top left panel corresponds to the matching of the two branches given by (4.3) and
(4.7) (see the point Pm in Fig. 23) and it is mapped into the vertical circle in the bottom right panel.

4.1.2 Two disjoint disks
In this section we consider domains A made by two disjoint disks by employing the analytic results for the
annulus reviewed in §4.1.1 and some isometries of H3. This method has been used in [69] for the case of a
circle, while the case of two disjoint circles has been recently studied in [59, 60]. The analytic results found
in this way provide another important benchmark for the numerical data obtained with Surface Evolver.

Let us consider the following reparameterizations of H3, which correspond to the special conformal
transformations on the boundary [69]

x̃ = x + bx(|v|2 + z2)
1 + 2b · v + |b|2(|v|2 + z2) , ỹ = y + by(|v|2 + z2)

1 + 2b · v + |b|2(|v|2 + z2) , z̃ = z

1 + 2b · v + |b|2(|v|2 + z2) ,

(4.13)
being b ⇤ (bx, by) a vector in R2 and v ⇤ (x, y).

When z = 0 in (4.13), the maps (x, y) ⌅ (x̃, ỹ) are the special conformal transformations of the Euclidean
conformal group in two dimensions. These transformations in the z = 0 plane send a circle C with center
c = (cx, cy) and radius R into another circle ⇥C with center c̃ = (c̃x, c̃y) and radius ⇥R which are given by

c̃i = ci + bi(|c|2 � R2)
1 + 2b · c + |b|2(|c|2 � R2) i ⇧ {x, y} , ⇥R = R��1 + 2b · c + |b|2(|c|2 � R2)

�� . (4.14)

Notice that the center c̃ is not the image of the center c under (4.13) with z = 0. Moreover, when c is such
that the denominator in (4.14) vanishes, the circle is mapped into a straight line [69].
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IA1,A2 = FA1[A2 � FA1 � FA2 + o(1)IA1,A2 ⌘ SA1 + SA2 � SA1[A2 ⌘ IA1,A2

4GN

Beyond a critical distance IA1,A2 = 0 and the disconnected configuration

is the minimal one



Holographic mutual information in AdS(4). Disjoint ellipses 

z

Figure 10: Minimal surface constructed with Surface Evolver for a domain A = A1 ⇧ A2 delimited by
two disjoint and equal ellipses at z = 0 (blue curves). Here � = 0.03 and the minimal surface is anchored
on ⇧A defined at z = �, according to our regularization prescription. The minimal surface has (V, F ) =
(18936, 37616) (the number of edges E can be found from the Euler formula with vanishing genus and two
boundaries). Only half surface is shown in order to highlight the curves given by the two sections suggested
by the symmetry of the surface.

4 Two disjoint regions
In this section we discuss the main result of this paper, which is the numerical study of the holographic mutual
information of disjoint equal domains delimited by some of the smooth curves introduced in §3.1. For two
equal disjoint ellipses, an explicit example of the minimal surface whose area determines the corresponding
holographic mutual information is shown in Fig. 10.

Let us consider two dimensional domains A = A1⇧A2 made by two disjoint components A1 and A2, where
each component is a simply connected domain delimited by a smooth curve. The boundary is ⇧A = ⇧A1⇧⇧A2
and the shapes of ⇧A1 and ⇧A2 could be arbitrary, but we will focus on the geometries discussed in §3. Since
the area law holds also for SA1�A2 and PA = PA1 + PA2 , the leading divergence O(1/�) cancels in the
combination (1.2), which is therefore finite when � ⇤ 0.

Considering the mutual information (1.2) with the entanglement entropy computed through the holo-
graphic formula (1.1), we find it convenient to introduce IA1,A2 as follows

IA1,A2 ⇥ IA1,A2

4GN
, (4.1)

where GN is the four dimensional Newton constant. Since ⇧A1 and ⇧A2 are smooth curves, from (2.4) and
(3.8) we have

IA1,A2 = �FA1�A2 � �FA1 � �FA2 = FA1�A2 � FA1 � FA2 + o(1) . (4.2)
In the following we study IA1,A2 when ⇧A is made either by two circles (§4.1.2) or by two superellipses or
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Figure 16: Holographic mutual information of two equal and disjoint domains delimited by ellipses (top
panels) or superellipses with n = 4 (bottom panels), which are defined by R1 and R2 (see the bottom panel
of Fig. 1 and (3.9)), while d is the distance between their centers. The relative orientation is like in Fig. 10.
Left panels: Density plots for IA1,A2 whose zero provides the corresponding transition curve (solid black
line) in the plane (d/R2, R1/R2). The straight vertical line indicates the transition when A is made by two
equal and disjoint infinite strips whose width is 2R2 and the distance between their central lines is d. Right
panels: IA1,A2 in terms of d/R2 for various fixed values of R1/R2 indicated by the horizontal dashed lines
in the corresponding left panel, with the same color code. The lower curves (orange) in the right panels
correspond to the squircles (R1 = R2) with n = 2 (top) and n = 4 (bottom) and therefore they reproduce
the red and orange curves in Fig. 15 respectively. The data reported here have been found with R2 = 1 and
some checks have been done also with R2 = 2.
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Figure 16: Holographic mutual information of two equal and disjoint domains delimited by ellipses (top
panels) or superellipses with n = 4 (bottom panels), which are defined by R1 and R2 (see the bottom panel
of Fig. 1 and (3.9)), while d is the distance between their centers. The relative orientation is like in Fig. 10.
Left panels: Density plots for IA1,A2 whose zero provides the corresponding transition curve (solid black
line) in the plane (d/R2, R1/R2). The straight vertical line indicates the transition when A is made by two
equal and disjoint infinite strips whose width is 2R2 and the distance between their central lines is d. Right
panels: IA1,A2 in terms of d/R2 for various fixed values of R1/R2 indicated by the horizontal dashed lines
in the corresponding left panel, with the same color code. The lower curves (orange) in the right panels
correspond to the squircles (R1 = R2) with n = 2 (top) and n = 4 (bottom) and therefore they reproduce
the red and orange curves in Fig. 15 respectively. The data reported here have been found with R2 = 1 and
some checks have been done also with R2 = 2.
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⇥

Figure 14: Left: Sections of minimal surfaces when A is made by two equal disjoint domains with smooth
boundaries, like the red curves in Fig. 10. The coloured solid lines are the numerical results found with
Surface Evolver for the shapes indicated in the common legend in the right panel. Here R2 = 1 and ⌃ = 0.03.
The black dots (notice that they reach z = 0) correspond to the minimal surface for two disjoint circles and
they have been found by mapping the connected minimal surface for the annulus through the transformations
(4.13) (see §4.1.2 and Fig. 12). The dashed curve corresponds to two infinite strips. Right: Zoom of the part
of the left panel enclosed by the black rectangle.

overlap. As for their ratio ⇤̃ ⇥ ⌦R1/ ⌦R2, we find

⇤̃ =

⇧
���⌥

���⌃

�2 � ⇤2

⇤(�2 � 1) �2 ⇧ (0, ⇤2) ⌥ (1,⌅) overlapping disks ,

�2 � ⇤2

⇤(1� �2) �2 ⇧ (⇤2, 1) disjoint disks .
(4.16)

Notice that ⇤̃ ⇤ 1/⇤ > 1 for �2 ⇤ ⌅. Thus, given ⇤ and �, the equations (4.15) and (4.16) provide ⇥̃ and
⇤̃. By inverting them, one can write ⇤ and � in terms of ⇥̃ and ⇤̃. The system is made by two quadratic
equations and some care is required to distinguish the various regimes.

When the disks after the mapping are disjoint, i.e. ⇤2 < �2 < 1, an interesting special case to discuss
is ⌦R1 = ⌦R2, namely when the disjoint disks have the same radius ⌦R = Rin/(1 � ⇤) = Rout/(⇤�1 � 1), being
Rin < Rout the radii of the two concentric circles at z = 0 centered in the origin. Setting ⇤̃ = 1 in (4.16), one
finds that it happens for �2 = ⇤, i.e. |b|2 = 1/(RinRout). The distance corresponding to this value of � can
be found from (4.15) and it is given by d/Rin = (1 + ⇤)/

� 
⇤(1� ⇤)

⇥
or, equivalently, by ⇥̃ = (1 + ⇤)/ ⇤. By

inverting this relation, one finds ⇤(⇥̃) =
⇤

⇥̃2 � 2 �
�
(⇥̃2 � 2)2 � 4

⇥1/2⌅
/2, where the root ⇤(⇥̃) < 1 has been

selected and ⇥̃ > 2 must be imposed in order to avoid the intersection of the two equal disks.
Once the vector b = (bx, by) = |b|(cos ⇧b, sin ⇧b) is chosen by fixing the initial and final configurations

of circles at z = 0, the transformations (4.13) for the points in the bulk are fixed as well and they can be
used to map the points belonging to the minimal surfaces spanning the initial configuration of circles. In
particular, let us consider a circle given by (R⇥ cos ⇧, R⇥ sin ⇧, z⇥) for ⇧ ⇧ [0, 2⌅), lying in a plane at z = z⇥

parallel to the boundary. This circle is mapped through (4.13) into another circle  C whose radius is given by

 R = R⇥↵
1 + 2|b|2(z2

⇥ �R2
⇥) + |b|4(z2

⇥ + R2
⇥)2

, (4.17)
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Holographic mutual information in AdS(4). Other shapes 
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Figure 16: Holographic mutual information of two equal and disjoint domains delimited by ellipses (top
panels) or superellipses with n = 4 (bottom panels), which are defined by R1 and R2 (see the bottom panel
of Fig. 1 and (3.9)), while d is the distance between their centers. The relative orientation is like in Fig. 10.
Left panels: Density plots for IA1,A2 whose zero provides the corresponding transition curve (solid black
line) in the plane (d/R2, R1/R2). The straight vertical line indicates the transition when A is made by two
equal and disjoint infinite strips whose width is 2R2 and the distance between their central lines is d. Right
panels: IA1,A2 in terms of d/R2 for various fixed values of R1/R2 indicated by the horizontal dashed lines
in the corresponding left panel, with the same color code. The lower curves (orange) in the right panels
correspond to the squircles (R1 = R2) with n = 2 (top) and n = 4 (bottom) and therefore they reproduce
the red and orange curves in Fig. 15 respectively. The data reported here have been found with R2 = 1 and
some checks have been done also with R2 = 2.
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IA1,A2
R1

R2

d/R2d/R2

Figure 17: Holographic mutual information of two equal and disjoint two dimensional spherocylinders
oriented like the two ellipses in Fig. 10. The parameters R1 and R2 specify the domains (see the bottom
panel of Fig. 1 and (3.10)) and d is the distance between their centers. The same notation and color coding
of Fig. 16 has been adopted.

when the distance between A1 and A2 is large enough. The critical distance dc beyond which IA1,A2 = 0
depends on the configuration of the domains. This transition occurs because, for a generic distance d between
the centers of A1 and A2, the global minimal area surface comes from a competition between a connected sur-
face anchored on ⇤A and a configuration made by two disconnected surfaces spanning ⇤A1 and ⇤A2, which
are both local minima. Beyond the critical distance between the centers, the disconnected configuration
becomes the global minimum and therefore IA1,A2 vanishes.

In Fig. 10 we show an example of a connected surface constructed with Surface Evolver where ⇤A is made
by two equal and disjoint ellipses at z = 0. Let us recall that in our numerical analysis we have regularized
the area by defining ⇤A at z = �, as discussed in §B. In the figure, we have highlighted two sections of the
surface suggested by the symmetry of this configuration of domains, which are given by the red curves and
by the green one.

We have constructed minimal area connected surfaces also for configurations of equal disjoint domains
with other shapes and in Fig. 14 we have reported the corresponding curves obtained from the section giving
the red curves in Fig. 10. The red curves in Fig. 14 are associated with circular domains and they can
be recovered analytically (black dots), as explained in §4.1.2. Instead, for the remaining curves analytic
expressions are not available and therefore they provide a useful benchmark for analytic results that could
be found in the future.

Besides the profiles for various sections, Surface Evolver computes also the area of the surfaces that it
constructs. Considering a configuration of disjoint domains with given shapes and relative orientation, we
can compute IA1,A2 while the distance d between their centers changes. In Fig. 15 we show the results
of this analysis when ⇤A1 and ⇤A2 are squircles (i.e. (3.9) with R1 = R2 � R). As for their relative
orientation, drawing the squares that circumscribe ⇤A1 and ⇤A2, their edges are parallel. Since IA1,A2 � 0,
the critical distance dc corresponds to the zero of the various curves and IA1,A2 vanishes for d � dc. Thus,
IA1,A2 is continuos with a discontinuous first derivative at d = dc. The points found numerically which have
IA1,A2 < 0 correspond to connected surfaces that Surface Evolver constructs but they are not the global
minimum for the area functional because the disconnected configuration is favoured for that distance.
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Figure 16: Holographic mutual information of two equal and disjoint domains delimited by ellipses (top
panels) or superellipses with n = 4 (bottom panels), which are defined by R1 and R2 (see the bottom panel
of Fig. 1 and (3.9)), while d is the distance between their centers. The relative orientation is like in Fig. 10.
Left panels: Density plots for IA1,A2 whose zero provides the corresponding transition curve (solid black
line) in the plane (d/R2, R1/R2). The straight vertical line indicates the transition when A is made by two
equal and disjoint infinite strips whose width is 2R2 and the distance between their central lines is d. Right
panels: IA1,A2 in terms of d/R2 for various fixed values of R1/R2 indicated by the horizontal dashed lines
in the corresponding left panel, with the same color code. The lower curves (orange) in the right panels
correspond to the squircles (R1 = R2) with n = 2 (top) and n = 4 (bottom) and therefore they reproduce
the red and orange curves in Fig. 15 respectively. The data reported here have been found with R2 = 1 and
some checks have been done also with R2 = 2.
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x

y

z

x

y

R1

R2

Figure 1: Top panel: Minimal surfaces constructed by using Surface Evolver where the entangling curve
⌅A is a circle with radius R = 1 (red), an ellipse (orange), a superellipse (3.9) with n = 8 (purple) and the
boundary of a spherocylinder (green) with R1 = 3R2. The cuto� is � = 0.03 and only the y � 0 part of the
minimal surfaces has been depicted to highlight the curves provided by the section y = 0. Bottom panel:
In the (x, y) plane, we show the superellipses with R1 = 3R2 with n = 2 (orange), n = 4 (blue), n = 6
(magenta) and n = 8 (purple), the circle with radius R1 (red curve) and the rectangle circumscribing the
superellipses (dashed lines). The green curve is the boundary of the two dimensional spherocylinder with
R2 = 3R1.

3.1 Superellipse and two dimensional spherocylinder
The first examples of entangling curves ⌅A we consider for which analytic expressions of the corresponding
minimal surfaces are not known are the superellipse and the boundary of the two dimensional spherocylinder,
whose geometries depend on two parameters. The two dimensional spherocylinder nicely interpolates between
the circle and the infinite strip.

In Cartesian coordinates, a superellipse centered in the origin with axes parallel to the coordinate axes

6

spherocylinder

Two dimensional

Superellipses n = 4



Entanglement between disjoint regions: Negativity
⇢ = ⇢A1[A2 is a mixed state

�j eigenvalues of ⇢T2

Trace norm

||⇢T2 || = Tr|⇢T2 | =
X

i

|�i| = 1� 2
X

�i<0

�i
Tr ⇢T2 = 1

Logarithmic negativity EA2 = ln ||⇢T2 || = lnTr|⇢T2 |

E measures “how much” the eigenvalues of ⇢T2
are negative

B
A1 A2

�e(1)i e(2)j | �T2 |e(1)k e(2)l ⇥ = �e(1)i e(2)l | � |e(1)k e(2)j ⇥
(|e(k)i i base of HAk)

[Peres, (1996)] [Vidal, Werner, (2002)][Eisert, (2001)][Zyczkowski, Horodecki, Sanpera, Lewenstein, (1998)]

⇢T2
is the partial transpose of ⇢

Bipartite system H = H1 ⌦H2 in any state ⇢ E1 = E2



Replica approach to Negativity

lim
n
o

!1
Tr(⇢T2)no = Tr ⇢T2 = 1

Analytic continuation on the even sequence Tr(⇢T2
)

ne (make 1 an even number)

E = lim

ne!1
log

⇥
Tr(⇢T2

)

ne
⇤

⇢ = | ih | and bipartite system (H = H1 ⌦H2)Pure states

Taking ne ! 1 we have (Renyi entropy 1/2)E = 2 logTr⇢1/22

Tr(⇢T2)n =

(
Tr ⇢n2 n = n

o

n = ne

odd

even
�
Tr ⇢n/22

�2

Schmidt
decomposition

Tr(⇢T2)no =
X

i

�n
o

i =
X

�
i

>0

|�i|no �
X

�
i

<0

|�i|no

Tr(⇢T2)ne =
X

i

�ne
i =

X

�i>0

|�i|ne +
X

�i<0

|�i|ne

A parity e↵ect for Tr(⇢T2
)

n

[Calabrese, Cardy, E.T., (2012)]



2D CFT: Renyi entropies as correlation functions    

SA =

c

3

log

`

✏
+ c01

[Holzhey, Larsen, Wilczek, (1994)]

u v

R1,n

Tr⇢nA

[Calabrese, Cardy, (2004)]

One interval (N = 1): the Renyi entropies can be written as

a two point function of twist fields on the sphere

�n =
c

12

✓
n� 1

n

◆
=

Z1,n

Zn
= hTn(u)T̄n(v)i =

cn
|u� v|2�n

[Dixon, Friedan, Martinec, Shenker, (1987)][Zamolodchikov, (1987)]

[Knizhnik, (1987)] [Bershadsky, Radul, (1987)]

Twist fields have been largely studied in the 1980s

Integrable field theories

[Cardy, Castro-Alvaredo, Doyon, (2008)]

[Doyon, (2008)]



2D CFT: Renyi entropies for many disjoint intervals    

Tn Tn Tn TnT̄n T̄n T̄n T̄n· · ·

A1 A2 ANAN�1· · ·u1 u2 uN�1 uN vNvN�1v1 v2

N disjoint intervals =) 2N point function of twist fields

0 x1 x2 x3 x2N�3 1 1x2N�4· · ·

Tr�nA =
ZN,n

Zn
= ⇥

NY

i=1

Tn(ui)T̄n(vi)⇤ = cNn

�����

Q
i<j(uj � ui)(vj � vi)Q

i,j(vj � ui)

�����

2�n

FN,n(x)
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Figure 9. The Riemann surface R3,4 with the canonical homology basis {ã�,j , b̃�,j}.

transformation. The relations (3.8) and (4.6) in the matrix form become respectively
⇤

a = A · aaux

b = B · baux ,

⇤
ã = Ã · aaux

b̃ = baux . (4.12)

Introducing the p⇥ p upper triangular matrix Iup
p made by 1’s (i.e. (Iup

p )ab = 1 if a � b

and zero otherwise) and also its transposed I low
p ⌅ (Iup

p )t, which is a lower triangular

matrix, we can write that A = In�1 ⇤ I low
N�1, B = Iup

n�1 ⇤ IN�1 and Ã = I low
n�1 ⇤ I low

N�1.

We remark that the matrices diag(A,B) and diag(Ã, Ig) occurring in (4.12) are not

symplectic matrices because, as already noticed in §3.1, the auxiliary set of cycles is

not a canonical homology basis. From (4.12) it is straightforward to find the relation

between the two canonical homology bases, namely
⇤

ã = Ã · A�1 · a
b̃ = B�1 · b , M ⌅

�
Ã · A�1 0g

0g B�1

⇥
⇧ Sp(2g,Z) , (4.13)

which can be constructed by using that (Iup
p )�1

ab = �a,b � �a+1,b and the properties of

the tensor product, finding Ã · A�1 = I low
n�1 ⇤ IN�1 and B�1 = (Iup

n�1)
�1 ⇤ IN�1. Notice

R3,4

obtained through replication

On Rényi entropies of disjoint intervals in CFT 6

Figure 2. The path integral representation of Tr�nA involves a Riemann surface RN,n,
which is shown here for N = 3 and n = 3.

entropies (1.2). If the analytic continuation of (2.1) to Ren > 1 exists and it is unique,

the entanglement entropy is obtained as the replica limit

SA = lim
n� 1

S(n)
A = � lim

n� 1

⇧

⇧n
Tr�nA . (2.2)

In order to find the genus of RN,n [8], let us consider a single sheet and triangulate it

through V vertices, E edges and F faces, such that 2N vertices are located at the branch

points ui and vi. Considering RN,n constructed as explained above, the replication of

the same triangulation on the other sheets generates a triangulation of the Riemann

surface RN,n made by V ⇥ vertices, E ⇥ edges and F ⇥ faces. Notice that, since the branch

points belong to all the n sheets, they are not replicated. This observation tells us that

V ⇥ = n(V � 2N) + 2N , while E ⇥ = nE and F ⇥ = nF because all the edges and the faces

are replicated. Then, the genus g of RN,n is found by plugging these expressions into

the relation V ⇥�E ⇥+F ⇥ = 2� 2g and employing the fact that, since each sheet has the

topology of the sphere, V � E + F = 2. The result is

g = (N � 1)(n� 1) . (2.3)

We remark that we are not considering the most general genus g Riemann surface,

which is characterized by 3g� 3 complex parameters, but only the subclass of Riemann

surfaces obtained through the replication procedure.

Let us consider a conformal field theory with central charge c. As widely argued in

[3, 4], in the case of one interval A = [u, v] in an infinite line, Tr�nA can be written as the

two point function of twist fields on the complex plane plus the point at infinity, i.e.

Tr�nA = ⇤Tn(u)T̄n(v)⌅ =
cn

|u� v|2�n
, �n =

c

12

�
n� 1

n

⇥
. (2.4)

Both the twist field Tn and T̄n, also called branch point twist fields [53], have the same

scaling dimension �n. The constant cn is non universal and such that c1 = 1 because

of the normalization condition.

R3,3

ZN,n partition function of RN,n, a particular

Riemann surface of genus g = (N � 1)(n� 1)



N intervals: free compactified boson & Ising model  

�[e](0|⇥) =
X

m2Zp

exp
⇥
i⇡(m+ ⇥)t · ⇥ · (m+ ⇥) + 2⇡i(m+ ⇥)t · �

⇤
with characteristic
Riemann theta function

[Dijkgraaf, Verlinde, Verlinde, (1988)][Alvarez-Gaume, Moore, Vafa, (1986)][Zamolodchikov, (1987)]

Partition function for a generic Riemann surface

studied long ago in string theory

[Calabrese, Cardy, E.T., (2009), (2011)]

[Caraglio, Gliozzi, (2008)] [Furukawa, Pasquier, Shiraishi, (2009)]Two intervals case:

[Fagotti, Calabrese, (2010)] [Alba, Tagliacozzo, Calabrese, (2010), (2011)]

Nasty n dependence

Free compactified boson (� / R2
)

[Coser, Tagliacozzo, E.T., (2013)]

FN,n(x) =
�(0|T�)

|�(0|�)|2
T⌘ =

✓
i � I R
R i I/�

◆
⌧ = R+ i I
period matrix

F Ising

N,n (x) =

P
e |�[e](0|⌧)|
2g |�(0|⌧)|

Ising model

RN,n is
[Enolski, Grava, (2003)]

y

n =
NY

� =1

(z � x2��2)

 N�1Y

� =1

(z � x2��1)

�n�1
g = (N � 1)(n� 1)



Two disjoint intervals: numerical extrapolations    

Extrapolating entanglement entropy and negativity of disjoint intervals in CFT 8

Figure 2. Mutual information for the XXZ model. The data points are extracted from
[6] and the coloured curves are obtained from the rational interpolations of the analytic
expressions (2.6) and (2.10) for the compact boson with the values of (p, q) indicated in
the left panel. The dashed grey lines correspond to the decompactification regime, where
the analytic continuation (2.12) is known. Left: Ĩ1, defined in (2.7), as function of x for
various values of �. Right: the mutual information IA1,A2 as function of � for two fixed
values of x.

� = 1 � (1/⇥) arccos�, while for h ⇥= 0 an explicit formula providing � does not exist

and therefore it must be found numerically. The CFT formulas reviewed above can be

applied also to the case of a finite system of length L with periodic boundary conditions

by employing a conformal mapping from the cylinder to the plane. As final result, the

CFT formulas for this case are obtained by considering the expressions for the infinite

line and replacing any length ⌥i with the corresponding chord length (L/⇥) sin(⇥⌥i/L) [3].

Let us consider the mutual information of the compactified boson as first example

of our extrapolation method. For any fixed value of x, we have that I(n)A1,A2
are given

analytically by (2.6) and (2.10) for any positive integer n > 2, while the corresponding

analytic continuation to n = 1 is estimated by performing a numerical extrapolation of the

known data through a rational function. The latter one is characterized by two positive

integer parameters p and q, which are the degrees of the numerator and of the denominator

respectively. As explained in §A, to perform a rational interpolation characterized by the

pair (p, q) we need at least p+ q + 1 known data. An important technical di⇤culty that

one encounters is the evaluation of the Riemann theta functions for large genus period

matrices, i.e. for high values of n. Given the computational resources at our disposal, we

were able to compute Riemann theta functions containing matrices whose size is at most

12. For the compactified boson this corresponds to nmax = 11 and therefore p+q+1 6 10.

In Fig. 2 we compared our numerical extrapolations of the analytic expressions of [7]

with the numerical data for the XXZ spin chain computed in [6] by exact diagonalization,

[Furukawa, Pasquier, Shiraishi, (2009)]
Mutual information in XXZ model

(exact diagonalization)

Extrapolating entanglement entropy and negativity of disjoint intervals in CFT 23

Figure 9. The quantity Ĩn in (2.6) and the corresponding n ⇤ 1 limit (2.7) for the
compact boson (c = 1) with � = 0.295. The blue line is the extrapolation n = 1 of
the rational interpolation with (p, q) = (2, 2) obtained through the analytic expressions
given by (2.10) and (2.11) with 2 6 n 6 6, whose values for Ĩn are shown by points
for some values of the four point ratio x. In the inset, considering the configuration
having x = 0.2101 (highlighted by the dashed rectangle in the main plot), we show Ĩn
as function of n for rational interpolations having di�erent (p, q). The extrapolations
having q > 0 capture the expected value better than the ones having q = 0.

that, having access only to a limited number m of data points, we can only perform

rational interpolations whose degrees (p, q) are such that p + q + 1 6 m. This method

is implemented in Wolfram Mathematica through the Function Approximations package

and the command RationalInterpolation.

In Fig. 9 we consider an explicit example where we extrapolate the Ĩ1(x) in (2.7) of the

compact boson (c = 1) for a particular value of the compactification radius corresponding

to � = 0.295 (see also Fig 2). For n > 2 the analytic expressions are (2.6) and (2.10) and

we take into account 2 6 n 6 6 only (in Fig. 2 we employ also n = 7). Given these data,

we can perform rational interpolations with p + q + 1 6 5. The blue curve in Fig. 9 is

the extrapolation to n = 1 of the rational interpolation with (p, q) = (2, 2). We find it

instructive to describe the details for a specific value of x. Let us consider, for instance, a

configuration corresponding to x = x̃ ⇥ 0.2101 (see the dashed rectangle in Fig. 9). First

one has to compute the rational interpolation with (p, q) = (2, 2), then the limit n ⇤ 1

must be taken. For these two steps, we find respectively

W n
(2,2)(x̃) =

0.358� 0.480n+ 3.689n2

1 + 1.347n+ 7.870n2
, lim

n�1
W n

(2,2)(x̃) = 0.349 . (A.2)

Rational interpolation:

an example

[De Nobili, Coser, E.T., (2015)]

[Agón, Headrick, Ja↵eris, Kasko, (2014)]

Rational interpolation:

Method first employed in 2 + 1 dimensions

W

(n)
(p,q)(x) ⌘

a0(x) + a1(x)n+ · · ·+ ap(x)np

b0(x) + b1(x)n+ · · ·+ bq(x)nq

Extrapolating entanglement entropy and negativity of disjoint intervals in CFT 10

Figure 3. Extrapolations for �Ĩ1, defined in (2.7), as function of x for the Ising model.
The data points are extracted from [9] while the coloured curves are obtained through
the rational interpolations with (p, q) indicated.

case of the compact boson, also for the Ising model we are not able to compute Ĩ1(x)

analytically and therefore we perform a numerical extrapolation through the rational

interpolation method described in §A.
In Fig. 3 we show �Ĩ1(x) as function of x ⇥ (0, 1), which can be found by considering

two disjoint intervals of equal length, and compare the numerical data obtained in [9]

with the curve found through the numerical extrapolation of the corresponding formula

containing (2.15) through rational interpolations. Since (2.15) contains Riemann theta

functions, we cannot consider high values for n, like for the compact boson. Moreover, in

this case one faces an additional complication with respect to the compact boson because

in (2.15) the sum over all the even characteristics occurs and the number of terms in

the sum grows exponentially with n. Given our computational power, we have computed

the Rényi entropies up to n = 7 and in Fig. 3 we show the rational interpolations found

by choosing three di�erent pairs (p, q) which are well-behaved among the available ones.

Since the curves coincide, the final result is quite stable and, moreover, the agreement

with the numerical data found in [9] through the Tree Tensor Network is very good.

[Alba, Tagliacozzo, Calabrese, (2010)]

Mutual information in critical Ising chain

(Tree Tensor Network)



Periodic harmonic chain: three disjoint blocks   On Rényi entropies of disjoint intervals in CFT 24

Figure 10. A bipartition of the periodic chain where A is made by the union of three
disjoint blocks of lattice sites.

The Hamiltonian of the harmonic chain made by L lattice sites and with nearest

neighbor interaction reads

H =
L�1⇤

n=0

�
1

2M
p2n +

M⇤2

2
q2n +

K

2
(qn+1 � qn)

2

⇥
, (5.1)

where periodic boundary conditions q0 = qL and p0 = pL are imposed and the variables

qn and pm satisfy the commutation relations [qn, qm] = [pn, pm] = 0 and [qn, pm] = i�n,m.

The Hamiltonian (5.1) contains three parameters ⇤, M , K but, through a canonical

rescaling of the variables, it can be written in a form where these parameters occur only

in a global factor and in the coupling 2K
M�2/(1 +

2K
M�2 ) [34, 58]. The Hamiltonian (5.1) is

the lattice discretization of a free massive boson. When ⇤ = 0 the theory is conformal

with central charge c = 1. Since the bosonic field is not compactified, we must compare

the continuum limit of (5.1) for ⇤ = 0 with the regime ⇥ ⇥ ⇤ of the CFT expressions

computed in §3, which has been considered in §3.3.
To diagonalize (5.1), first one exploits the translational invariance of the system by

Fourier transforming qn and pn. Then the annihilation and creation operators ak and a†k
are introduced, whose algebra is [ak, ak� ] = [a†k, a

†
k� ] = 0 and [ak, a

†
k� ] = i�k,k� . The ground

state of the system |0⌅ is annihilated by all the ak’s and it is a pure Gaussian state. In

terms of the annihilation and creation operators, the Hamiltonian (5.1) is diagonal

H =
L�1⇤

k=0

⇤k

�
a†kak +

1

2

⇥
, (5.2)

[Peschel, Chung, (1999)] [Botero, Reznik, (2004)]
[Audenaert, Eisert, Plenio, Werner,(2002)]

H =
1

2

LX

j=1

⇥
p2j + �2q2j + (qj+1 � qj)

2
⇤

Harmonic chain on a circle (critical for ! = 0)
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Figure 13. The quantity Fnorm
N,n computed for the periodic harmonic chain with

�L = 10�3 in the configuration of intervals (5.11), normalized through (5.12). The
lattice data are obtained by using (2.16), (2.17), (5.6) and (5.7). The continuos curves
are given by (3.34). The maximum value on the horizontal axis is 1/N . We show the
cases of N = 3 (top) and N = 4 (bottom) with n = 2, 3, 4.

obtained from the harmonic chain in the continuum limit, we have to generalize the

CFT formulas to the case of a finite system of total length L with periodic boundary

conditions. This can be done by employing the conformal map from the cylinder to

the plane, whose net e�ect is to replace each length y (e.g. ⇥, d, 2⇥ + d, etc.) with the

[Coser, Tagliacozzo, E.T., (2013)]

Fdec
N,n(x) =

⌘g/2p
det(I) |⇥(0|⌧)|2

Decompactification regime

Riemann theta function ⇥

period matrix ⌧ = R+ i I
[Enolski, Grava, (2003)]

[Dijkgraaf, Verlinde, Verlinde, (1988)] [. . . ]

Nasty n dependence

Numerical checks for the Ising model through Matrix Product States
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Figure 4. Extrapolations of Isub
3 (see (3.3) with N = 3) as function of the four-point

ratio x2 for the non compact boson. The points are the data obtained in [19] from
the periodic harmonic chain (3.15) with L = 5000 and �L = 10�5. The configuration
chosen here is made by equal intervals separated by equal distances, while the fixed
configuration normalizing Isub

3 is given in the text. The coloured lines correspond to two
di�erent extrapolations obtained through rational interpolations with (p, q) indicated.

I sub
N has been found from the harmonic chain data, but a comparison with the analytic

results has not been done because the analytic continuation of the corresponding Rényi

entropies is not known yet. Indeed, the Riemann theta function occurs in (3.8) and its

analytic continuation in n is still an open problem. As for the values of �, in [19] it has

been checked that �L = 10�5 is small enough to capture the CFT regime through the

periodic harmonic chain. The numerical data for the periodic harmonic chain have been

found by setting M = K = 1 and �L = 10�5 in (3.15). The same quantities evaluated

for �L = 10�3 turned out to be indistinguishable.

In the remaining part of this section we focus on the case of three disjoint intervals

and perform some numerical extrapolations of the analytic results reviewed above to n = 1

through rational interpolations, comparing them with the corresponding numerical data

from the lattice models, whenever they are available.

In Figs. 4 and 5 we consider I sub
3 (see (3.3)) for the decompactified boson, comparing

the results obtained for the periodic harmonic chain with the numerical extrapolations

found for the corresponding configurations of intervals obtained through the rational

interpolation (see §A). The dots are numerical data obtained in [19] from the periodic

harmonic chain given by (3.15) with L = 5000 and di�erent sets of data correspond to

Extrapolating entanglement entropy and negativity of disjoint intervals in CFT 15

Figure 5. Extrapolations of Isub
3 for the non compact boson. The harmonic chain is

the same one of Fig. 4 while the configurations of intervals are given by (3.16). The data
for the periodic harmonic chain have been extracted from [19].

di�erent configurations of the three intervals. In particular, referring to the inset of Fig. 4

for the notation, the configuration considered in Fig. 4 is the one where all intervals are

equal �1 = �2 = �3 and they are placed at the same distance d1 = d2 = d3 = L/3 � �.

Varying the length � of the intervals, one finds the result, which is plotted as function

of the four-point ratio x2. In Fig. 5, the data are labeled according to the following

configurations of the three intervals:

(a) �i = ⇥i�, di = (L�
�3

i=1 �i)/3 with ⇥1 = 1, ⇥2 = 2, ⇥3 = 8;

(b) with ⇥1 = 1, ⇥2 = 11, ⇥3 = 11;

(c) �i = �i�, di = �id, d = L/(
�3

i=1 �i)� � with �1 = 1, �2 = 3, �3 = 6;

(3.16)

where the parameter � is varied and the results are plotted as functions of x2 ⇥ (0, 1). As

for the fixed configuration normalizing I sub
3 in (3.3) we have chosen �1 = �2 = �3 = d1 =

d2 = int(L/6), where int(. . . ) denotes the integer part. The coloured curves in Figs. 4 and

5 are the numerical extrapolations of the CFT formulas for the non compact boson (3.8)

and (3.9) through the rational interpolation method. For each set of data, we show two

di�erent rational interpolations which are well-behaved in order to check the stability of

the result. The di�erences between di�erent well-behaved rational interpolations are very

small and the agreement with the numerical data from the harmonic chain is very good,

supporting the validity of the extrapolating method. In Figs. 4 and 5 we have employed

2 � n � 6. It is worth remarking at this point that the Riemann theta functions occurring

Three disjoint intervals: Numerical extrapolations  
Non compact boson
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Figure 6. Extrapolations of IA1,A2,A3 , defined in (3.11), for the Ising model. Two
configurations of intervals have been considered, namely (3.17) with � = 0.25 (left) and
� = 2 (right). The dots correspond to I(n)A1,A2,A3

in (3.12) with n ⇤ {2, 3, 4} while the
lines are the extrapolations obtained through the rational interpolation method with the
values of (p, q) indicated. The dot-dashed line is the extrapolation to n = 2 performed
as a check of the method, while the remaining lines correspond to IA1,A2,A3 .

in the CFT expression (3.14) for the non compact boson contain at most g ⇥ g matrices

(g = 2(n � 1) for N = 3) while for the compact boson their size is at most 2g ⇥ 2g (see

(3.7)). From the computational viewpoint, this is an important di�erence because the

higher is n that can be addressed, the higher is the number of di�erent (p, q) that can be

considered in the rational interpolations. Thus, the maximum n that we can deal with

is related to the maximum size of the matrices in the Riemann theta functions occurring

in the model. Nevertheless, from Figs. 4 and 5 we observe that, for this case, rational

interpolations with low values of (p, q) are enough to capture the result expected from the

lattice data.

In Fig. 6 we show IA1,A2,A3 , defined in (3.11), for the Ising model. We have considered

the following configurations of three intervals specified by a parameter � (see the inset of

Fig. 4 for the notation)

(d) ⌥i = ⌥, d1 = d2 = �⌥, d3 = L� (3 + 2�)⌥ . (3.17)

In particular, the results in Fig. 6 correspond to � = 0.25 (left panel) and � = 2 (right

panel), where the dots denote the values of I(n)A1,A2,A3
for n ⇤ {2, 3, 4}. Unfortunately, with

the computational resources at our disposal, we could not compute Rényi entropies for

higher values of n. Indeed, besides the problem of computing the Riemann theta function

numerically for large period matrices, the additional obstacle occurring for the Ising model

is that the number of elements in the sum (3.10) grows exponentially with n. Given the

few n’s available, only few rational interpolations can be employed to approximate the

analytic continuation to n = 1 and they are depicted in Fig. 6 through solid and dashed

lines (in general we never use (p, q) = (0, 1) because is often not well-behaved). It is

interesting to observe that the three di�erent rational interpolations provide the same

Ising model

(data from the periodic harmonic chain)



Partial transposition: two disjoint intervals

Renyi filled II partial transpose filled II

Tr(⇢T2
A )n = hTn(u1)T̄n(v1)T̄n(u2)Tn(v2)iTr⇢nA = hTn(u1)T̄n(v1)Tn(u2)T̄n(v2)i

Tr⇢nA1[A2

Tn T̄n Tn T̄n

B A1 A2B Bu1 v1 v2u2

[Calabrese, Cardy, E.T., (2012)]

Tn T̄n TnT̄n

B A1 A2B Bu1 v1 v2u2

Tr
�
⇢T2
A1[A2

�n

exchanges Tn and

¯Tn
The partial transposition



Partial Transposition for bipartite systems: pure states
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Partial Transpose in 2D CFT: two adjacent intervals
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Partial Transpose in 2D CFT: two disjoint intervals

Tr⇢nA1[A2

Tn A2A1B

u1 v1 v2u2

T̄n B BTn T̄n

Tr
�
⇢T2
A1[A2

)n = c2n
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� c
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Tr
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n
is obtained from Tr⇢nA1[A2

by exchanging two twist fields



rn = ln
Tr(�

TA2=�

A )n

Tr(�
TA2=L/4

A )n

4

FIG. 4: For two adjacent intervals of equal length ⌥ < L/2,

we plot rn = ln[(Tr�
TA2=⌅

A )n/Tr(�
TA2=L/4

A )n] as function of
z = ⌥/L. The subtraction is chosen to cancel non-universal
factors. The bottommost panel shows the logarithmic nega-
tivity in which non-universal terms are absent. The continu-
ous lines are the parameter free CFT predictions.

A quantitative finite size scaling analysis is reported in
the inset of the figure. The bottom panel of Fig. 5 shows
the negativity E for which all data collapse on a single
curve, without sizable corrections. For small y, the data
are very close to zero and are consistent with the form
e�a/y [11], vanishing faster than any power. For y ⇤ 1,
we find E(y) ⇥ (1� y)�1/4 ln(1� y) as obtained from the
analytic continuation of Eq. (18) in this regime [15]. The
logarithmic correction may be responsible for the expo-
nent 1

3 found in Ref. [11] as compared with our analytic
result 1

4 , which is consistent with our general result c
4 .

Conclusions. We described a general QFT formalism
to calculate the logarithmic negativity. For a conformal
invariant theory we worked it out for two intervals, both
adjacent and disjoint. In the latter case, the negativity is
a universal scale invariant function. Some generalizations
such as for compactified free boson, Ising CFT, finite
temperature CFT, and massive QFT have been already
obtained and will be presented elsewhere [15].

However, there are still open problems, among them
the analytic continuation ne ⇤ 1 of the results for dis-
joint intervals which remains a formidable task, reflecting
a similar problem for the entanglement entropy [7, 8].

Finally, it is of extreme interest to check numerically
our CFT predictions in more complicated lattice models
such as spin-chains and itinerant fermions.

Acknowledgments. ET thanks Marcus Cramer for dis-
cussions. This work was supported by the ERC under
Starting Grant 279391 EDEQS (PC). This work has been
partly done when the authors were guests of the Galileo
Galilei Institute in Florence and Institut Henri Poincaré
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FIG. 5: Top: the ratio Rn(y) in Eq. (17) as function of
y for several L and for n = 3, 4. The continuous lines are
the parameter free CFT predictions. The inset shows a finite
size scaling analysis for dn ⇥ RCFT

n (y) � Rn(y) for n = 3
displaying the unusual correction L�2/n [17]. The same is true
for higher n [15]. Bottom: The negativity E(y) is a universal
scale invariant function with an essential singularity at y = 0.
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Figure 10. Entanglement negativity for two adjacent intervals of equal length ⇧ < L/2 in a
periodic chain of length L: Subtracted negativity �(z) in Eq. (74) compared with the parameter
free CFT prediction.

numerical data are described by the bipartite formula (28). Notice that finite size scaling
corrections are even smaller than those for the quantities rn(z) in Fig. 9.

5.2. Two disjoint intervals

In this section we study the most interesting and difficult situation of two disjoint intervals for
which an accurate numerical study of the negativity has been already performed by means of
density matrix renormalization group in Ref. [15], but before the systematic CFT derivation
in Refs. [24, 25]. Here we first consider the traces Tr(⇥T2

A )n and Tr(⇥A)n. Indeed, although
standard Rényi entropies given by Tr⇥nA have been already studied in Refs. [30, 38, 39], they
show large corrections to the scaling which is worth recalling before embarking in the analysis
of Tr(⇥T2

A )n.
In order to determine numerically the function Fn(x), we calculate for several finite

chains the quantity

F lat
n (x) =

Tr⇥nA1⇥A2

Tr⇥nA1
Tr⇥nA2

(1� x)(n�1/n)/12 , (75)

which in the scaling limit should converge to the CFT prediction Fn(x). In a finite system
of length L, the four-point ratio x must be rewritten by replacing all distances by the
corresponding chordal lengths. For two intervals of the same length � at distance r this reads

x =

�
sin(��/L)

sin(�(�+ r)/L)

⇥2

. (76)

The numerical data for the function F lat
n (x) are reported in Fig. 11 for n = 3, 4, 5

as function of x for various values of � (i.e. different values of L according to Eq.
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Figure 9. Entanglement for two adjacent intervals of equal length ⇤ ⇥ L/2 in a periodic
chain of length L. The quantity rn(z) in Eq. (72) as function of z = ⇤/L compared with the
parameter free CFT prediction for n = 3 (left) and n = 4 (right).

while for the logarithmic negativity we have from Eq. (30)

E =
1

8
ln
⇤L
⇥
tan(⇥z)

⌅
+ cnst . (71)

Following Ref. [25], we can construct quantities in which the dependence on the non-
universal parameters dn and also the universal dependence on L cancel. To this aim, it is
enough to divide Tr(⇤T2

A )n by the value it assumes at a given fixed ⌦, e.g. ⌦ = L/4, i.e. by
considering the quantities

rn(z) = ln
Tr(⇤

TA2=⌅

A )n

Tr(⇤
TA2=L/4

A )n
, (72)

whose parameter free CFT predictions for n even and odd are

rne =
1

12

� 2

ne
� ne

2

⇥
ln(2 sin2(⇥z))� 1

12

�ne

2
+

1

ne

⇥
ln(sin(2⇥z)),

rno =
1

24

� 1

no
� no

⇥
ln(2 sin2(⇥z) sin(2⇥z)). (73)

The numerical results for these quantities are shown in Fig. 9 for n = 3 and n = 4. The
agreement between the numerical data and the CFT predictions is perfect for all considered
values of L, showing that finite size corrections are very small for these quantities. Notice that
for z = 1/2 we have a bipartite system (i.e. B ⇤ ⇧) and the equations in (73) obviously do
not work since the data are described by Eqs. (26) and (27), reflecting the fact that the limit
z ⇤ 1/2 is approached in a non-uniform way (i.e. the limits z ⇤ 1/2 and N ⇤ ⌅ do not
commute as obvious).

For the logarithmic negativity, we can analogously define the subtracted quantity

�(z) = E(⌦, L)� E(L/4, L) = 1

8
ln[tan(⇥z)] , (74)

and again the r.h.s. is a parameter free CFT prediction. In Fig. 10, this prediction is compared
with the numerical data and the agreement is extremely good except at z = 1/2 where the

�/L

[Calabrese, Tagliacozzo, E.T., (2013)]

Ising model:

[Alba, (2013)]
Monte-Carlo analysis
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Two disjoint intervals: periodic harmonic chains
Previous numerical results for E :
Ising (DMRG) and harmonic chains

[Wichterich, Molina-Vilaplana, Bose, (2009)]

[Marcovitch, Retzker, Plenio, Reznik, (2009)]

Extrapolating entanglement entropy and negativity of disjoint intervals in CFT 19

Figure 7. The ratio �Rn(x) in (4.5) for the non compact boson. The data points come
from the periodic harmonic chain with �L = 10�5, while the curves are given by CFT
formula (4.7).

being K(x) the elliptic integral of the first kind. The sum in (4.8) is defined for ne > 4

and for ne = 2 that term is zero. The analytic continuation in (4.8) is not known for the

entire range x ⇤ (0, 1). In [23] the analytic continuation has been found for the regime

x ⇥ 1�, obtaining an expression that surprisingly works down to x � 0.3 (see the dashed

red curve in Fig. 8).

Here we numerically extrapolate E(x) through the formula (4.8) by using the rational

interpolation method, which has been discussed in §A and employed in the previous

sections for the entanglement entropy of disjoint intervals. It is worth remarking that,

since the replica limit (1.7) for E(x) involves only even n’s, to perform a rational

interpolation characterized by some (p, q) we need higher values of n with respect to

the ones employed for the entanglement entropy in the previous sections. In particular,

for the logarithmic negativity p+ q + 1 6 ne,max/2.

In Fig. 8 we report the extrapolations found for some values of (p, q). Since the

numerical data from the harmonic chain are accurate enough to provide the curve in the

continuum limit that should be found through the analytic continuation (4.8), we can

check the reliability of our numerical extrapolations against them. For the non compact

boson the expression (4.9) is not di⇥cult to evaluate numerically. Thus, we can deal with

[De Nobili, Coser, E.T., (2015)]

[Calabrese, Cardy, E.T., (2012)]

eRn =
Tr(⇢T2
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Figure 8. Logarithmic negativity of two disjoint intervals for the non compact boson
(4.8) as function of the four-point ratio x. The dots are numerical data obtained for the
periodic harmonic chains with �L = 10�5 and increasing total lengths. All data collapse
on the same curve, which corresponds to the continuum limit. The red dashed curve is
the analytic continuation found in [23] in the regime x ⇥ 1�. The remaining curves are
extrapolations obtained from di�erent rational interpolations having (p, q) indicated. In
the inset we show the same plot in logarithmic scale in order to highlight the behaviour
of the di�erent extrapolated curves when x � 0.

high values of n and therefore we have many possibilities for (p, q). It turns out that an

accurate extrapolation for the logarithmic negativity requires high values of p and q, in

particular for the regime of small intervals x � 0 (see Fig. 11 in §A for extrapolations

having low p and q). As already remarked in [22, 23], the behaviour of E(x) when

x � 0 is not power-like. We observed, as a general behaviour, that increasing q leads

to extrapolations which are closer to the numerical data, but spurious fluctuations or

even singularities in some regimes of x can occur (see the black and magenta curves in

the inset of Fig. 8, and the dashed magenta and cyan curves in Fig. 11). This happens

whenever one of the q poles of the rational function is close to the range (1, nmax) of the

interpolated data and not too far from n = 1 (it may be real or have a small imaginary

part). More details are reported in §A. Taking low q’s, one usually gets smooth curves

but even high values of p’s are not su⇤cient to capture the behaviour of E(x) when x � 0.

Thus, the logarithmic negativity is more di⇤cult to find through the rational

Two disjoint intervals: periodic harmonic chains

[Calabrese, Cardy, E.T., (2012)]

[De Nobili, Coser, E.T., (2015)]

Analytic continuation for x ⇠ 1 E = �1

4

log(1� x) + logK(x) + cnst

Analytic continuation ne ! 1 for 0 < x < 1 not known

E(x) for x ⇠ 0 vanishes faster than any power

Numerical extrapolations

(rational interpolation method)



Gn(y) = (1� y)(n�1/n)/6

P
e |�[e](0|�( y

y�1 ))|
2n�1

Qn�1
k=1 |Fk/n(

y
y�1 )|1/2

0 < y < 1CFT

Two disjoint intervals: Ising model
[Calabrese, Tagliacozzo, E.T., (2013)]
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Figure 12. Numerical results for Glat
n (x) as function of y for different values of ⇥ for n = 3

(top left), n = 4 (top right), and n = 5 (bottom). The data are extrapolated to ⇥ ⇥ ⇤ by
means of Eq. (80). The extrapolated data (topmost set of data) are in excellent agreement with
the CFT prediction (continuous line).

f (1)
n is always negative, while f (2)

n and f (3)
n are always positive, as discussed in Ref. [40]). In

order to have an accurate extrapolation to ⇧ ⇥ ⇤, for any n we consider all the corrections
above up to order O(⇧�3/n) and we get the extrapolations reported in Fig. 11. The error bars
are estimated by studying the stability of the extrapolation with respect to the number of sizes
⇧ included in the fit. The overall agreement of the extrapolated points with the CFT prediction
is excellent for all values of x and for the three considered values of n, reproducing the results
in Refs. [38, 39].

After having summarized the corrections to the scaling for the entanglement entropies
we can turn to the integer powers of the partial transpose in which we are interested here. In
analogy with Eq. (75) we can define the lattice ratio

Glat
n (y) =

Tr(�T2
A1⇥A2

)n

Tr�nA1
Tr�nA2

(1� y)(n�1/n)/12 , (79)

that in the limit ⇧ ⇥ ⇤ is expected to converge to the CFT scaling function Gn(y) given by
Eq. (53). In the case at hand, the numerical value of y is given by the same expression in Eq.
(76) for x. The numerical data for Glat

n (y) are reported in Fig. 12 for n = 3, 4, 5 as function
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Figure 14. Logarithmic negativity for two intervals of equal length � at distance r as function
of the four point ratio y.

the two and the analogous lattice quantity

Rlat
n (y) � Glat

n (y)

F lat
n (y)

, (81)

which in the limit ⌃ ⇥ ⇤ converges to the CFT prediction in Eq. (54). The numerical data
for Rlat

n (y) are reported in Fig. 13 for n = 3, 4, 5 as function of y for different values of ⌃.
Once again, large scaling corrections are present and there are no accidental cancellations in
the ratio, so that they are again expected to be of the same form as for F lat

n (x), i.e. described
by the ansatz

Rlat
n (y) = Rn(y) +

r(1)n (y)

⌃1/n
+

r(2)n (y)

⌃2/n
+

r(3)n (y)

⌃3/n
. . . . (82)

We repeat again the same analysis as for F lat
n (x) to extrapolate the data to ⌃ ⇥ ⇤ and the

results (with error bars) are reported in Fig. 13. Unlike f (j)
n (x)’s and g(j)n (y)’s, in this case the

signs of r(j)n (y)’s are not defined (indeed r(j)n ’s can be written as complicated combinations of
f (j)
n ’s and g(j)n ’s). For this reason, the error bars in Fig. 13 are larger than the ones in Fig. 11

and in Fig. 12. It is evident that the extrapolated points in Fig. 13 agree very well with the
CFT prediction for the three considered values of n. It is very remarkable that the numerical
calculations are accurate enough to detect the small differences of these ratios from 1 (at least
for n = 3 and n = 4, while for n = 5 the estimated error is too large to distinguish the
extrapolation from one).

Finally we turn to the study of the logarithmic negativity E . The numerical data as a
function of y are reported in Fig. 14 for several values of ⌃. In the figure all data collapse on
a single curve, with some tiny corrections to the scaling for the smaller values of ⌃, which
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One interval at finite temperature: a naive approach
[Calabrese, Cardy, E.T., (2014)]

Logarithmic negativity E of one interval at finite T = 1/�

A naive approach:

compute hT 2
n (u) ¯T 2

n (v)i� through the conformal map

relating the cylinder to the complex plane

Enaive =
c

2
ln

✓
�

⇡a
sinh

⇡`

�

◆
+ 2 ln c1/2

Problems:

The Rényi entropy n = 1/2 is not an entanglement measure at finite T

Enaive is an increasing function of T , linearly divergent at high T

Entanglement should decrease as the system becomes classical



Two disjoint intervals: Ising modelOne interval at finite temperature in the infinite line
Finite temperature entanglement negativity in CFT 8

A

A

A

Figure 1. Partial transposition and Tr(�TA)n of one interval A at finite temperature. Top:
simple arrows indicate that in Tr(�TA)n one passes from the j-th copy to the (j + 1)-th one
by following them through the cut (depending on the verse of the arrow). Middle: deforming
the dashed green line as indicated, part of it becomes a cut extending along the whole cylinder
and parallel to its axis, while the remaining part merges with the red segment. Bottom: The
double arrow denotes a double jump, from the j-th copy to the (j + 2)-th one, following it
through the cut. The j-th copy is sewed to the (j+1)-th one through the dashed line. Because
of this connection, the ne-sheeted Riemann surface occurring in Tr(�TA)ne does not factorise
into the product of two identical (ne/2)-sheeted Riemann surfaces.

the cylinder depicted in the bottom picture: it is connected to the (j + 1)-th cylinder through
the dashed green line and to the (j+2)-th one through the interval A (represented pictorially as
a double arrow). There is no way to remove this dashed green line which connects consecutive
sheets and therefore for n = ne the corresponding Riemann surface does not decouple into
two identical (ne/2)-sheeted Riemann surfaces. Always because of such connection through
the dashed green line, the Riemann surface occurring in Tr(�TA)no is not the same one of
Tr�no

A . Thus, at finite temperature Tr(�TA)n cannot be related to Tr�nA, as done in [16, 17] for
T = 0.

At this point it is natural to wonder why a similar problem does not arise at T = 0

in which case the cylinder degenerates to the whole complex plane which is topologically
equivalent to a sphere. In Fig. 2 we proceed in the same way as in Fig. 1, but substituting the
cylinder with a sphere. In the first three panels everything proceeds in complete analogy to
the cylinder case resulting finally in a dashed green line parallel to the equator. However, in
this case, the dashed green line can be shrunk to a point and therefore it vanishes. Thus, since

Single copy of ⇢TA
� =) Tr

�
⇢TA
�

�n

(connection to the (j + 1)-th cylinder following the arrows)
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by following them through the cut (depending on the verse of the arrow). Middle: deforming
the dashed green line as indicated, part of it becomes a cut extending along the whole cylinder
and parallel to its axis, while the remaining part merges with the red segment. Bottom: The
double arrow denotes a double jump, from the j-th copy to the (j + 2)-th one, following it
through the cut. The j-th copy is sewed to the (j+1)-th one through the dashed line. Because
of this connection, the ne-sheeted Riemann surface occurring in Tr(�TA)ne does not factorise
into the product of two identical (ne/2)-sheeted Riemann surfaces.

the cylinder depicted in the bottom picture: it is connected to the (j + 1)-th cylinder through
the dashed green line and to the (j+2)-th one through the interval A (represented pictorially as
a double arrow). There is no way to remove this dashed green line which connects consecutive
sheets and therefore for n = ne the corresponding Riemann surface does not decouple into
two identical (ne/2)-sheeted Riemann surfaces. Always because of such connection through
the dashed green line, the Riemann surface occurring in Tr(�TA)no is not the same one of
Tr�no

A . Thus, at finite temperature Tr(�TA)n cannot be related to Tr�nA, as done in [16, 17] for
T = 0.

At this point it is natural to wonder why a similar problem does not arise at T = 0

in which case the cylinder degenerates to the whole complex plane which is topologically
equivalent to a sphere. In Fig. 2 we proceed in the same way as in Fig. 1, but substituting the
cylinder with a sphere. In the first three panels everything proceeds in complete analogy to
the cylinder case resulting finally in a dashed green line parallel to the equator. However, in
this case, the dashed green line can be shrunk to a point and therefore it vanishes. Thus, since
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Figure 1. Partial transposition and Tr(�TA)n of one interval A at finite temperature. Top:
simple arrows indicate that in Tr(�TA)n one passes from the j-th copy to the (j + 1)-th one
by following them through the cut (depending on the verse of the arrow). Middle: deforming
the dashed green line as indicated, part of it becomes a cut extending along the whole cylinder
and parallel to its axis, while the remaining part merges with the red segment. Bottom: The
double arrow denotes a double jump, from the j-th copy to the (j + 2)-th one, following it
through the cut. The j-th copy is sewed to the (j+1)-th one through the dashed line. Because
of this connection, the ne-sheeted Riemann surface occurring in Tr(�TA)ne does not factorise
into the product of two identical (ne/2)-sheeted Riemann surfaces.

the cylinder depicted in the bottom picture: it is connected to the (j + 1)-th cylinder through
the dashed green line and to the (j+2)-th one through the interval A (represented pictorially as
a double arrow). There is no way to remove this dashed green line which connects consecutive
sheets and therefore for n = ne the corresponding Riemann surface does not decouple into
two identical (ne/2)-sheeted Riemann surfaces. Always because of such connection through
the dashed green line, the Riemann surface occurring in Tr(�TA)no is not the same one of
Tr�no

A . Thus, at finite temperature Tr(�TA)n cannot be related to Tr�nA, as done in [16, 17] for
T = 0.

At this point it is natural to wonder why a similar problem does not arise at T = 0

in which case the cylinder degenerates to the whole complex plane which is topologically
equivalent to a sphere. In Fig. 2 we proceed in the same way as in Fig. 1, but substituting the
cylinder with a sphere. In the first three panels everything proceeds in complete analogy to
the cylinder case resulting finally in a dashed green line parallel to the equator. However, in
this case, the dashed green line can be shrunk to a point and therefore it vanishes. Thus, since

A cut remains connecting

consecutive copies

=) No factorization for even n

(The double arrow indicates the connection to the (j + 2)-th copy)
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AA

A

A A

Figure 2. The deformation procedure described for Fig. 1 (with the same notations) performed
at zero temperature, i.e. on the sphere. In this case the cut given by the dashed green line can
be shrunk to a point and it annihilates, leaving only the cut through A, which connect the
j-th copy to the (j + 2)-th one. Thus, at zero temperature, the ne-sheeted Riemann surface
occurring in Tr(�TA)ne factorizes into the product of two identical (ne/2)-sheeted Riemann
surfaces.

the j-th sheet is connected only to the (j + 2)-th one along the segment A, we are allowed to
use the construction in Ref. [17] to relate, at zero temperature, Tr(⇥TA)n to Tr⇥nA.

A final comment is necessary at this point. The above reasoning shows that the negativity
cannot be calculated by a simple mapping from the cylinder to the sphere if the partial
transposition involves an infinite part of an infinite system at finite temperature. This is not
the case if one, for example, is interested in the negativity between two (adjacent or disjoint)
finite intervals at finite temperature. For this reason, to quote a concrete example, the finite
temperature calculation of the negativity between two adjacent intervals in Ref. [24], which
is based on the calculation of a three-point function on the plane, is indeed free from these
troubles and therefore correct.

4. The correct finite temperature negativity for one interval in the infinite line

After having understood what goes wrong in Eq. (25), we should find a way to take into
account the branch cut (i.e. the dashed-green line in Fig. 1) in the partial transposed reduced
density matrix. Denoting by w = ⇤ + i⌅ (⇤ � R and ⌅ � [0, �)) the complex coordinate

=)
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account the branch cut (i.e. the dashed-green line in Fig. 1) in the partial transposed reduced
density matrix. Denoting by w = ⇤ + i⌅ (⇤ � R and ⌅ � [0, �)) the complex coordinate

The cut connecting consecutive copies shrinks to a point

=) Factorization for even n

Only the connection to the j ± 2 copies along A remains
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A

A

A

Figure 1. Partial transposition and Tr(�TA)n of one interval A at finite temperature. Top:
simple arrows indicate that in Tr(�TA)n one passes from the j-th copy to the (j + 1)-th one
by following them through the cut (depending on the verse of the arrow). Middle: deforming
the dashed green line as indicated, part of it becomes a cut extending along the whole cylinder
and parallel to its axis, while the remaining part merges with the red segment. Bottom: The
double arrow denotes a double jump, from the j-th copy to the (j + 2)-th one, following it
through the cut. The j-th copy is sewed to the (j+1)-th one through the dashed line. Because
of this connection, the ne-sheeted Riemann surface occurring in Tr(�TA)ne does not factorise
into the product of two identical (ne/2)-sheeted Riemann surfaces.

the cylinder depicted in the bottom picture: it is connected to the (j + 1)-th cylinder through
the dashed green line and to the (j+2)-th one through the interval A (represented pictorially as
a double arrow). There is no way to remove this dashed green line which connects consecutive
sheets and therefore for n = ne the corresponding Riemann surface does not decouple into
two identical (ne/2)-sheeted Riemann surfaces. Always because of such connection through
the dashed green line, the Riemann surface occurring in Tr(�TA)no is not the same one of
Tr�no

A . Thus, at finite temperature Tr(�TA)n cannot be related to Tr�nA, as done in [16, 17] for
T = 0.

At this point it is natural to wonder why a similar problem does not arise at T = 0

in which case the cylinder degenerates to the whole complex plane which is topologically
equivalent to a sphere. In Fig. 2 we proceed in the same way as in Fig. 1, but substituting the
cylinder with a sphere. In the first three panels everything proceeds in complete analogy to
the cylinder case resulting finally in a dashed green line parallel to the equator. However, in
this case, the dashed green line can be shrunk to a point and therefore it vanishes. Thus, since

One interval at finite temperature in the infinite line
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Figure 4: John’s argument: torus. The Riemann surface, given by the toroidal version of Fig.2

(still to draw), has genus g = ne/2 + 1 for n = ne even and g = no for n = no odd.
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being x the cross ratio of the four points. Specifying (3.4) to our case, the four point function
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where we introduced the UV cuto⇥ a (giusto cośı ?) and the harmonic ratio defined in (3.4) is

x =
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Figure 4. Subtracted logarithmic negativity Es(T ) ⌅ E(T )� E(0) as in Fig. 3. After shifting
the temperature by 1/(2L), the data collapse on a master curve for temperatures smaller than
those when finite size effects become important. Notice that the shift 1/(2L) vanishes in the
thermodynamic limit.
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L�
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⇤
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⌅
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⇧
sin

⌅
⇥k b

L+ 1

⇧
⌅ Pab . (70)

As anticipated, in these correlators we can set ⌅ = 0, while in the case of periodic boundary
conditions the correlator ⌦qaqb↵ diverges when ⌅ ⌃ 0.

From the correlators (69) and (70), the logarithmic negativity for any subsystem A of the
harmonic chains can be computed following well established methods [27, 28, 8]. Indeed the
partial transposition changes the sign of all the momenta corresponding to the subsystem A.
Thus we consider the matrix PTA ⌅ RA ·P ·RA, being P the matrix for the momenta (70) and
RA the L ⇤ L diagonal matrix having �1 in correspondence of the sites defining A and +1

for the remaining ones. Then, denoting by �2
j the eigenvalues of Q · PTA , the trace norm of

the partial transpose and the negativity are given by

||⇤TA || =
L 

j=1

⌃ ����j +
1

2

����
����j �

1

2

���
⌥�1

=
L 

j=1

max
⌦
1,

1

2�j

↵
, ⌥ EA = ln(||⇤TA ||) . (71)

Thus the computation of EA requires the diagonalisation of a L ⇤ L matrix preventing us
from taking the thermodynamic limit L ⌃ �, as it is instead straightforwardly done for the
entanglement entropy.

In the left panel of Fig. 3 we report the logarithmic negativity E at temperature T for a
subsystem composed by the first � sites embedded in a finite chain of length L. The parameters
in the Hamiltonian (67) have been fixed to M = K = 1 and we only consider the critical
chain with ⌅ = 0. A first peculiar feature evident from this figure is that the logarithmic
negativity becomes zero for T ⇧ Tsd. This is a well known phenomenon called sudden death

E(T )� E(0)
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Figure 3. Logarithmic negativity E for a subsystem composed of ⌅ contiguous sites embedded
in a critical harmonic chain of length L with Dirichlet boundary condition. Left: E for a large
range of ⌅T . For all finite ⌅, E vanishes for T ⇤ Tsd(⌅, L) (sudden death). Right: Subtracted
negativity Es ⇥ E(T )� E(0) for small values of ⌅T , i.e. for T ⌅ Tsd.

5. Numerical results for the harmonic chain

In this section we check that the scaling forms previously obtained are indeed recovered in
numerical calculations of a lattice model. We consider the harmonic chain with Hamiltonian

H =
L⌥

i=1

⇧
p2i
2M

+
M⇤2

2
q2i +

K

2
(qi+1 � qi)

2

⌃
, (67)

where L is the number of lattice sites of the chain, M a mass scale, ⇤ the one-particle
oscillation frequency, and K a nearest neighbour coupling. The variables pi and qi satisfy
standard commutation relations [qi, qj] = [pi, pj] = 0 and [qi, pj] = i�ij . We consider the
harmonic chain because it is the only lattice model in which the partial transpose and the
negativity can be obtained by means of correlation matrix techniques [27, 28, 67, 68]. The
model is critical for ⇤ = 0 and its continuum limit is conformal with central charge c = 1.
Unfortunately, in a system with periodic boundary conditions, the mass term ⇤ cannot be set
equal to zero because the ⌃qaqb⌥ correlation function would diverge at zero momentum. The
presence of this zero-mode strongly affects the results also at zero temperature [28, 17] and
at finite T gives rise to effects which obscure the universal conformal physics (indeed finite
T negativity of the harmonic chain has already been considered in Refs. [7, 8, 9]). Thus,
in order to avoid this problem and to have clean results in the conformal regime, we impose
Dirichlet boundary conditions q0 = qL+1 = 0 and p0 = pL+1 = 0.

The Hamiltonian (67) can be diagonalised with standard techniques (see e.g. [17, 69]).
In order to calculate the negativity we need the dispersion relation

⇤k =

�

⇤ +
4K

M
sin2

⇤
⇥k

2(L+ 1)

⌅
> ⇤, k = 1, . . . , L, (68)

and the finite temperature correlators

⌃qaqb⌥� =
1

L+ 1

L⌥

k=1

1

M⇤k
coth

�⇤k

2T

⇥
sin

⇤
⇥k a

L+ 1

⌅
sin

⇤
⇥k b

L+ 1

⌅
⇥ Qab , (69)
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Figure 18: Minimal surfaces obtained with Surface Evolver for a domain A = A1 ⇤ A2 made by the interior
of two disjoint and equal squares. All the squares have the same size but the relative orientation of A1 and
A2 is di�erent in the two panels.

Once the relative orientation has been chosen, a configuration of two equal and disjoint squircles is
completely determined by two parameters: the distance d between the centers and the size R of the squircles.
Instead, when A1 and A2 are two equal two dimensional spherocylinders or equal domains delimited by two
disjoint superellipses and the relative orientation has been chosen, we have three parameters to play with:
the distance d between the centers and the parameters R1 and R2 which specify the two equal domains (see
the bottom panel of Fig. 1). In Fig. 16 we show IA1,A2 for two disjoint domains delimited by ellipses and
superellipses with n = 4, whose relative orientation is like in Fig. 10. In the left panels, the black thick curve
is the transition curve along which the holographic mutual information vanishes, while the continuos straight
line identifies the transition value corresponding to two disjoint infinite strips [47]. Comparing the transition
curve in the top left panel with the one in the bottom left panel, it is evident that the one associated with the
superellipses having n = 4 is closer to the value corresponding to the infinite strips than the one associated
with the ellipses. In Fig. 17 we study IA1,A2 for a domain A made by two equal and disjoint two dimensional
spherocylinders. In this case the transition curve is closer to the line corresponding to the transition for two
infinite strips with respect to the transition curves of Fig. 16. Nevertheless, from our data we cannot conclude
that the transition curve for the two dimensional spherocylinders approaches the value corresponding to the
infinite strips as R1/R2 � ⇥. It would be interesting to have further data and some analytic argument to
understand whether some bounds prevent the transition curves to approach the value associated with the
infinite strips for R1/R2 � ⇥. Let us remark that the lowest curves (orange) in the right panels of Figs. 16
and 17 correspond to disjoint squircles with n = 2 (i.e. circles) or n = 4 and therefore they reproduce the
red and the orange curves of Fig. 15. Configurations of domains having smaller values of d than the ones
shown in the plots provide unstable numerical results.

By employing Surface Evolver, we could also study the holographic mutual information of disjoint domains
whose boundaries contain corners. In particular, one could take both A1 and A2 bounded by polygons,
but also A1 bounded by a smooth curve and A2 by a polygon. In Fig. 18 we show the minimal area
surfaces corresponding to ⇥A made by two equal and disjoint squares having di�erent relative orientation.
As discussed in §3.2, when ⇥A has vertices a further logarithmic divergence occurs after the area law term
in the � � 0 expansion (see (2.5)). If the coe⇥cient of the logarithmic divergence in (2.5) is additive,
i.e. BA1�A2 = BA1 + BA2 for two disjoint regions, then the holographic mutual information is finite. An
expression like (3.12) with the sum extended over the vertices of both the components of ⇥A is additive,
leading to a finite IA1,A2 . Also for these cases we could find plots similar to Figs. 16 and 17 but the curves
would not be suitable for a comparison with an analytic formula because of the regularization procedure
that we have adopted. Indeed, in our numerical computations ⇥A is defined at z = � and this regularization
a�ects the O(1) term in (2.5) [66], as already mentioned in the closing part of §3.2.
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Figure 19: Minimal surface corresponding to three disjoint and equal red circles in the plane z = 0 (the z
axis points downward). This surface has 13147 vertices and 26624 faces, while the number of edges is given
by Euler formula with vanishing genus and 3 boundaries. This kind of surfaces occurs in the computation
of the holographic tripartite information for the union of three disjoint disks.

5 Conclusions
In this paper we have studied the area of the minimal surfaces in AdS4 occurring in the computation of the
holographic entanglement entropy and of the holographic mutual information, focussing on their dependence
on the shape of the entangling curve ⇥A in the boundary of AdS4.

Our approach is numerical and the main tool we have employed is the program Surface Evolver, which
allows to construct triangulated surfaces approximating a surface anchored on a given curve ⇥A which is a
local minimum of the area functional. We have computed the holographic entanglement entropy and the
holographic mutual information for entangling curves given by (or made by the union of) ellipses, superellipses
or the boundaries of two dimensional spherocylinders, for which analytic expressions are not known. We have
also obtained the transition curves for the holographic mutual information of disjoint domains delimited by
some of these smooth curves (see Figs. 15, 16 and 17), providing a solid numerical benchmark for analytic
expressions that could be found in future studies. We focused on these simple examples, but the method
can be employed to address more complicated domains.

Besides the fact that the surfaces constructed by Surface Evolver are triangulated, a source of approx-
imation in our numerical analysis is the way employed to define the curve spanning the minimal surface.
Indeed, once the cuto� � > 0 in the holographic direction has been introduced to regularize the area of the
surfaces, the numerical data have been found by defining ⇥A at z = �. It would be interesting to understand
better this regularization with respect to some other ones and also to decrease � in a stable and automatically
controlled way in order to get numerical data which provide better approximations of the analytic results.

There are many possibilities to extend our work. The most important ones concern black hole geometries
and higher dimensional generalizations. An interesting extension involves domains A made by three or more
regions (see [70] for some results in two dimensional conformal field theories and [71–73] for a holographic
viewpoint). In Fig. 19 we show a minimal surface anchored to an entangling curve made by three disjoint
circles. The area of this surface provides the holographic entanglement entropy between the union of the three
disjoint disks and the rest of the plane, which is the most di⇥cult term to evaluate in the computation of the
holographic tripartite information [71]. Another important application of the numerical method employed
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