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Large scale flows and BAO’s
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A 2% Distance to z = 0.35 : Methods and Data 3

Figure 1. A pictoral explanation of how density-field reconstruction can improve the acoustic scale measurement. In each panel, we
show a thin slice of a simulated cosmological density field. (top left) In the early universe, the initial densities are very smooth. We mark
the acoustic feature with a ring of 150 Mpc radius from the central points. A Gaussian with the same rms width as the radial distribution
of the black points from the centroid of the blue points is shown in the inset. (top right) We evolve the particles to the present day, here
by the Zel’dovich approximation (Zel’dovich 1970). The red circle shows the initial radius of the ring, centered on the current centroid of
the blue points. The large-scale velocity field has caused the black points to spread out; this causes the acoustic feature to be broader.
The inset shows the current rms radius of the black points relative to the centroid of the blue points (solid line) compared to the initial
rms (dashed line). (bottom left) As before, but overplotted with the Lagrangian displacement field, smoothed by a 10h�1 Mpc Gaussian
filter. The concept of reconstruction is to estimate this displacement field from the final density field and then move the particles back
to their initial positions. (bottom right) We displace the present-day position of the particles by the opposite of the displacement field
in the previous panel. Because of the smoothing of the displacement field, the result is not uniform. However, the acoustic ring has
been moved substantially closer to the red circle. The inset shows that the new rms radius of the black points (solid), compared to the
initial width (long-dashed) and the uncorrected present-day width (short-dashed). The narrower peak will make it easier to measure the
acoustic scale. Note that the algorithm applied to the data is more complex than was just described, but this figure illustrates the basic
opportunity of reconstruction.

steps of this algorithm below and discuss details specific to
our implementation in subsequent subsections.

(i) Estimate the unreconstructed power spectrum P (k) or
correlation function ⇠(r).

(ii) Estimate the galaxy bias b and the linear growth rate,
f ⌘ d lnD/d ln a ⇠⌦0.55

M (Carroll et al. 1992; Linder 2005),
where D(a) is the linear growth function as a function of
scale factor a and ⌦M is the matter density relative to the
critical density.

(iii) Embed the survey into a larger volume, chosen such
that the boundaries of this larger volume are su�ciently
separated from the survey.

(iv) Gaussian smooth the density field.
(v) Generate a constrained Gaussian realization that

matches the observed density and interpolates over masked
and unobserved regions (§2.3).

(vi) Estimate the displacement field  within the
Zel’dovich approximation (§2.4).

(vii) Shift the galaxies by � . Since linear redshift-
space distortions arise from the same velocity field, we shift
the galaxies by an additional �f( · ŝ)ŝ (where ŝ is the
radial direction). In the limit of linear theory (i.e. large
scales), this term exactly removes redshift-space distortions
(Kaiser 1987; Hamilton 1998; Scoccimarro 2004). Denote
these points by D.

(viii) Construct a sample of points randomly distributed
according to the angular and radial selection function and
shift them by � . Note that we do not correct these for
redshift-space distortions. Denote these points by S.

c� 0000 RAS, MNRAS 000, 000–000
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Effect on the Correlation 
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Figure 2. First row: Matter CF in real space, for massless neutrinos, and at redshift
z = 0. The right panel is a zoom of the left panel centered at the BAO peak. The
data points are from our N-body simulations; the red dashed, green solid, and blue
solid lines are, respectively, ⇠lin, ⇠(1), and ⇠(2), defined in eq. (17), multiplied by R2.
The black solid (dashed) line at small R2⇠ values in the left panel is the di↵erence (5)
between the CF from the FrankenEmu [18] N-body based emulator and ⇠(1) (and ⇠(2)),
also rescaled by R2. The black solid line in the right panel is the FrankenEmu CF,
times R2. Second row: same as in the first row, but at redshift z = 1.
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Figure 3. Ratio between the matter real space CF at two di↵erent redshifts, for
massless neutrinos. The top, middle, and bottom curves in the figure are ratios of CF
at z = 0.5, z = 1, z = 2, respectively, divided by the corresponding CF at z = 0. The
data are ratios between our N-body simulations; the red dashed, green solid, and blue
solid lines are ratios between, respectively, ⇠lin, ⇠(1), and ⇠(2), defined in eq. (17). The
black solid lines are ratios between CF obtained from the FrankenEmu emulator.
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All the information on the BAO peak
is contained in the propagator part

The widening of the peak 
can be reproduced by Zel’dovich 

approximation (and improvements of it)

The widening of the peak 
contains physical information

(not a parameter to marginalize)



(simplified) Zel’dovich 
approximation
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simplest approximation of the nonlinear CF, eq. (4), and the Zel’dovich approximation;

in Appendix C we derive the PS in redshift space including the e↵ect of bulk flows.

Finally, in Appendix D, we discuss the dependence of our N-body simulations on mass

and force resolution.

1. Nonlinear evolution of the BAO peak

In full generality, the nonlinear matter PS at redshift z has the following structure

[19, 20]:

P (k, z) = G2(k, z)P lin(k, zin) + PMC(k, z) , (1)

where P lin(k, z) = D2(z)P lin(k, zin) is the linear PS, and zin is some initial redshift

chosen well after decoupling and such that all the relevant scales are still in the linear

regime (it can coincide with the redshift at which we start the N-body simulations,

which in this paper is zin = 99, see Section 2). The nonlinear e↵ects are completely

encoded in the two functions appearing at the RHS: the propagator G(k, z), representing

the cross-correlator between the nonlinear density field at redshift z and the initial one

at zin [19, 21], and the “mode-coupling” term PMC(k, z).

We stress that the above expression is completely general, the only assumption

behind it being that the nonlinear density field, �(k, z), is some “functional” of the

initial density and velocity fields, see Appendix A for details. Then, one can compute

these quantities in any consistent approximation scheme, such as Eulerian or Lagrangian

perturbation theory (PT).

The BAO wiggles of P lin(k, z) are in general smoothed out in PMC(k, z) as its

computation involves momentum integrals in which two or more linear PS evaluated

at di↵erent scales are convolved. Therefore, as we will demonstrate below, the BAO

information is basically confined to the G2(k; z)P lin(k) term which, after Fourier

transform, accounts for approximately all the BAO peak in the CF.

The propagator has been studied thoroughly in the recent literature [21, 22, 23].

In Zel’dovich approximation it is given by (see Appendix B)

GZeld(k, z) = e�
k2�2

v(z)
2 , (2)

where �2

v(z) is the 1-dimensional velocity dispersion evaluated in linear theory, namely,

�2

v(z) =
1

3

Z
d3q

(2⇡)3
P lin(q, z)

q2
. (3)

In the following, we will mostly consider the CF obtained in Zel’dovich approximation

by neglecting the mode-coupling part (see eq. (B.7)). Namely, we will study the Fourier

transform of

P (1)(k, z) = e�k2�2
v(z)P lin(k, z) , (4)

and we will show that it gives a very good approximation to the nonlinear matter CF

in the BAO peak region, and in particular to ratios of CF’s for di↵erent redshifts, or

PP
11(k, z) = e�

k2�2
v(z)

2 P lin(k; z)
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linear velocity dispersion: 
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If we consider two linear PS di↵ering by �P lin(q), and, correspondingly, two �2

v

di↵ering by
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v =
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3
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d3q
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the CF changes by
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For instance, if the two linear PS di↵er only in their normalizations, �P lin(q) =

P lin(q)�A/A, the corresponding height of the BAO peak changes by

�A⇠(R)

⇠(R)
=

�A

A

✓
1� �2

v ⇠2(R)

R2⇠(R)

◆
, (16)

where the second term inside parentheses gives the –scale-dependent– nonlinear e↵ect.

A special case is that of considering two di↵erent (and nearby) redshifts, in which case

�A/A = �D(z)2/D(z)2. In this case, at z = 0, the nonlinear term gives typically

a 15 � 25% negative correction at the peak position and a 20% positive one at the

minimum left to the BAO peak, with respect to the linear result.

Eq. (15) can also be used to estimate the peak change between two slightly di↵erent

cosmologies. For instance, let us consider the change of the BAO peak at z = 0 between

two cosmologies with di↵erent neutrino masses (the two cosmologies only di↵er from each

other by the neutrino mass, and by the cold dark matter abundance, in such a way that

the total matter component, ⌦
m

, is the same). For
P

m⌫ = 0.15 eV, eq. (15) predicts

a decrease of the peak height of ⇠ �0.6% with respect to the massless neutrino case.

At the higher masses that we have considered the peak heights is instead greater than

in the massless case. Specifically, eq. (15) gives an increase of ⇠ 1.2% for
P

m⌫ = 0.3

eV, and of ⇠ 5.7% in the case of
P

m⌫ = 0.6 eV. This behavior is confirmed by the

results presented in Figure 6. In particular, we see that nonlinear e↵ects invert the trend

with respect to linear theory. Indeed, in linear theory the BAO peak height decreases

with increasing neutrino masses (see the red-dashed curves at R ⇠ 100Mpc/h in the

figure). The bulk flows, on the other hand, are less e↵ective for higher neutrino masses

(as the corresponding �2

v is lower) in degrading the linear BAO peak, and therefore

they increase the ratio of the height in the massive vs. massless case with respect to

the linear prediction. For
P

m⌫ = 0.15 eV, the decrease of the peak predicted by the

linear theory dominates over the increase due to the bulk flows. The opposite is true

for
P

m⌫ = 0.3, 0.6 eV.

In Section 3 we compute the CF in real and redshift space, starting from the power

spectra introduced above. Specifically, in real space we compute and show

⇠lin (R) =
1

2⇡2R

Z 1

0

dq q sin (qR)P lin (q) ,
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Figure 2. First row: Matter CF in real space, for massless neutrinos, and at redshift
z = 0. The right panel is a zoom of the left panel centered at the BAO peak. The
data points are from our N-body simulations; the red dashed, green solid, and blue
solid lines are, respectively, ⇠lin, ⇠(1), and ⇠(2), defined in eq. (17), multiplied by R2.
The black solid (dashed) line at small R2⇠ values in the left panel is the di↵erence (5)
between the CF from the FrankenEmu [18] N-body based emulator and ⇠(1) (and ⇠(2)),
also rescaled by R2. The black solid line in the right panel is the FrankenEmu CF,
times R2. Second row: same as in the first row, but at redshift z = 1.
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Figure 3. Ratio between the matter real space CF at two di↵erent redshifts, for
massless neutrinos. The top, middle, and bottom curves in the figure are ratios of CF
at z = 0.5, z = 1, z = 2, respectively, divided by the corresponding CF at z = 0. The
data are ratios between our N-body simulations; the red dashed, green solid, and blue
solid lines are ratios between, respectively, ⇠lin, ⇠(1), and ⇠(2), defined in eq. (17). The
black solid lines are ratios between CF obtained from the FrankenEmu emulator.
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Figure 4. Matter CFs in real space. Analogous of Figures 2 (z = 0) and 3 (ratios
between CFs at di↵erent z), but now for massive neutrinos. The figures in the first
row are for

P
m⌫ = 0.15 eV, while those in the second row are for m⌫ = 0.3 eV.

not improve significantly the ratios between CF’s.

Indeed, while the ⇠(1) CF does not perfectly reproduce the N-body CF, it tracks

extremely well how the CF changes with redshift. We see this from Figure 3, where we

show ratios between matter CF (of the same cosmology) computed at di↵erent redshift.

The ratios obtained from ⇠(1) are in excellent agreement with the ratios obtained from

our N-body data, as well as with the FrankenEmu. We also see that, as we just

mentioned, the inclusion of the P
22

term does not provide a significant improvement

on these ratios.

Identical conclusions are obtained in the comparison between ⇠(1) and our N-body

data in the case of massive neutrinos. Notice that FrankenEmu does not provide data

for these cosmologies. We show this in Figure 4, where we present the CF at z = 0, and

the ratio between CFs at di↵erent redshift, in the case of
P

m⌫ = 0.15 eV (first row)

and 0.3 eV (second row). In these cases, we computed the velocity dispersion �2

v using

the linear PS for total matter in eq. (3), that is for �m = ⌦
c

�
c

+ ⌦
b

�
b

+ ⌦⌫�⌫ , as it is

the source of the Poisson equation.

It is natural to ask whether an equivalent agreement takes place also in redshift

space. This is confirmed by Figure 5, where we show the comparison between the

angular-averaged redshift space CF (21) and the one obtained from the N-body data.

The linear correlations functions in real and redshift space are related to each other by

the Kaiser relation (21). Not surprisingly, this also overpredicts the BAO peak. On the

contrary, the CF ⇠̄(1)s shows an equal agreement with the N-body simulations as its real
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Figure 6. Ratio between the z = 0 matter redshift space CFs of two cosmologies
with di↵erent neutrinos masses. The first, second, and third row show the CF forP

m⌫ = 0.15, 0.3, 0.6 eV, respectively, divided by the corresponding CF for massless
neutrinos. The left column shows the ratios in real space. The data are ratios between
our N-body simulations; the red dashed, green solid, and blue solid lines are ratios
between, respectively, ⇠lin, ⇠(1), and ⇠(2), defined in eq. (17). The right column shows
the ratios in redshift space. The red dashed, and green solid lines are, respectively,
⇠̄Kaiser
s and ⇠̄(1)s , defined in eq. (21).

simulations, as described in the previous section. The comparison is less probing than in

the matter case, due to the increased sample variance of the latter (there are fewer halos

than dark matter particles in the simulations). This is particularly true at increasing

redshifts, and for this reason we only show halo data at z = 0, 0.5. The two solid

lines shown in the figure are obtained with either a constant density bias, b (k) = b
10

(green line) or a bias of the type b (k) = b
10

+ b
01

k2 (blue line), times the exponential

suppression due to the bulk flows, see eq. (24). The bias coe�cients are obtained by

PP
11(k, z) = e�

k2�2
v(z)

2 P lin(k; z)

increasing neutrino masses, 
Plin decreases, but also 

damping decreases.

X
m⌫ = 0.15 eV

X
m⌫ = 0.3 eV

↓ 0.6% 

↑ 1.2% 



Massive neutrinos

Peloso, MP, Viel, Villaescusa-Navarro, 1505.07477

The e↵ect of massive neutrinos on the BAO peak 14

⁄mn = 0.0 eV; z=0

60 70 80 90 100 110 120
0

5

10

15

20

25

R @MpcêhD

R2
x s

⁄mn = 0.0 eV
z=0.5êz=0

z=1êz=0

z=2êz=0

60 70 80 90 100 110 120
0.0

0.2

0.4

0.6

0.8

R @MpcêhD

R
at
io
x s
HzLê
x s
Hz=0
L

⁄mn = 0.15 eV; z=0

60 70 80 90 100 110 120
0

5

10

15

20

25

R @MpcêhD

R2
x s

⁄mn = 0.15 eV
z=0.5êz=0

z=1êz=0

z=2êz=0

60 70 80 90 100 110 120
0.0

0.2

0.4

0.6

0.8

R @MpcêhD

R
at
io
x s
HzLê
x s
Hz=0
L

⁄mn = 0.3 eV; z=0

60 70 80 90 100 110 120
0

5

10

15

20

25

R @MpcêhD

R2
x s

⁄mn = 0.3 eV
z=0.5êz=0

z=1êz=0

z=2êz=0

60 70 80 90 100 110 120
0.0

0.2

0.4

0.6

0.8

R @MpcêhD

R
at
io
x s
HzLê
x s
Hz=0
L

Figure 5. Matter CFs in redshift space at z = 0 (first column) and ratios between
CFs at di↵erent redshift (second column). The figures in the first, second, third row
are for

P
m⌫ = 0, 0.15, and 0.3 eV, respectively. The data are from our N-body

simulations; the red dashed, and green solid lines are, respectively, for ⇠̄Kaiser
s and for

⇠̄(1)s , defined in eq. (21).

space counterpart ⇠(1).

The real space CF ⇠(1) and its redshift space counterpart ⇠̄(1)s are an optimal tool to

study the dependence of the CF on the neutrino masses. This can be seen from Figure

6, where we show ratios between the CF of a cosmology with massive neutrinos divided

by a cosmology with massless neutrinos (the two cosmologies only di↵er from each other

by the neutrino mass, and by the cold dark matter abundance, in such a way that ⌦
m

is

the same for them). Also in this case, the ratios obtained from ⇠(1) (left column plots)

and ⇠̄(1)s (right column plots) are in excellent agreement with the ratios obtained from

the N-body data.

Actual measurements of the BAO peak involve biased objects. In Figure 7 we study

the agreement between the halo CF ⇠(1)hh (24) and the halo CF obtained from our N-body

The e↵ect of massive neutrinos on the BAO peak 16
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Figure 7. Halo CFs. The figures in the first, second, and third row are forP
m⌫ = 0, 0.15, and 0.3 eV, respectively. The left panels show the real space CF

at z = 0; the middle panels show the ratio between z = 0.5 and z = 0 CF in real space;
the right panels show the same ratio in redshift space. The data are from our N-body
simulations. The green (respectively, blue) curves are obtained from the bias function
b10 (respectively, b10 + b01 k2).

fitting the N-body correlation function (23) at large scales. For the plots on the left

column we see that already using the constant bias allows to reproduce the height of

the BAO peak. Allowing for the b
01

k2 term improves the agreement with the N-body

CF at values of R smaller than the peak. The plots in the second and third column of

the figure show ratios of CF at di↵erent redshifts (the second column shows ratios in

real space, while the third column shows ratios in redshift space). We see that both the

ratios obtained from a constant or from a linear bias are in agreement with the ratios

from the N-body data (in fact, not appreciable scale dependence can be observed from

the N-body ratios due to their error bars).

Finally, in Figure 8 we show ratios between the halo CF at z = 0 of a cosmology

with massive neutrinos and of a cosmology with massless neutrinos (keeping the same

⌦m for all cosmologies, as we did for Figure 6). We see that the ratios obtained using

the b
10

+ b
01

k2 bias are in better agreement with the central value of the N-body data

than those obtained from a constant bias, although also the latter appear to be within

the 1� � error bars of the N-body data.

Redshift space Halos
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Figure 9: Propagator part of the PS
11

over the linear propagator, for various
approximations. This quantity is filter-independent.

PMCêPlin

PMC1loopêPlin
PMC-TRG-1loop-sigêPlin
PMC-TRG-s-gPhiêPlin
PMCêPlin HNbodyL

0.0 0.1 0.2 0.3 0.4 0.5 0.6
0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

Figure 10: Mode coupling part of the PS
11

over the linear propagator, for
various approximations. The blue line is the standard PT result. The orange
line is obtained from eq. (76). The green line is obtained from eq. (69),
written for P̄MC , with the linear propagator in the G� term.

The orange curve in Figure 10 is obtained by solving the 1-loop TRG,
with no filter. Namely, we use

'MC

b

(�k, ⌘0) =
Z

⌘

0

⌘in

ds es g
be

(⌘0 � s) I�k,q0
,p0 �

efg

(q0, p0) u
f

u
g

'L (⌘
in

, q0)'L (⌘
in

, p0)

(73)
so that

e⌘ Ik,q,p �acd (q, p) h'c

(q, ⌘) '
d

(p, ⌘) 'MC

b

(�k, ⌘0)i0
1�loop

= 2 e⌘
Z

⌘

0

⌘in

ds esg
be

(⌘0, s) Ik,q,pP
(0) (q)P (0) (p) �
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u
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efg
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(0) (q)P (0) (p) �

acd

(q, p) u
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u
d

F
b

(⌘0, q, p) (74)
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A note on TRG 2

with initial condition P

ab

(k; ⌘
in

, ⌘

in

) = P

0(k)u
a

u

b

.

Notice that the “propagator” part of the nonlinear PS, satisfies

@

⌘

P

P

ab

(k; ⌘, ⌘) = �⌦
ac

P

P

cb

(k; ⌘, ⌘)� ⌦
bc

P

P

ac

(k; ⌘, ⌘)

+

Z

⌘in

ds

⇥

⌃
ac

(k; ⌘, s)P P

cb

(k; s, ⌘) + ⌃
bc

(k; ⌘, s)P P

ac

(k; ⌘, s)
⇤

,

(5) {evPSP}

with initial condition P

P

ab

(k; ⌘
in

, ⌘

in

) = P

0(k)u
a

u

b

and therefore the “mode-coupling”

part satisfies (4) itself,

@

⌘

P

MC

ab

(k; ⌘, ⌘) = �⌦
ac

P

MC

cb

(k; ⌘, ⌘)� ⌦
bc

P
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ac
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Z
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ds
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Z
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ds [G
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(k; ⌘, s)] , (6) {evPSMC}

but with initial condition P

MC

ab

(k; ⌘
in

, ⌘

in

) = 0.

This suggests that we can treat the propagator and mode coupling parts separately.

For instance, following Appendix A of [1] one can see that at large momentum the last

line of eq. (5) factorizes as
Z

⌘in

ds

⇥

⌃
ac

(k; ⌘, s)P P

cb

(k; s, ⌘) + ⌃
bd

(k; ⌘, s)P P

ac

(k; ⌘, s)
⇤

' �2 k2

�

2

v

e⌘(e⌘ � e⌘in)P P

ab

(k; ⌘, ⌘) , (7) {appZeld}

so that eq. (5) can be exactly integrated to give

P

P

ab

(k; ⌘, ⌘) ' e�k

2
�

2
v(e

⌘�e

⌘in
)

2
P

0(k)u
a

u

b

, (8) {Zeld}

that is, the propragator part of the PS in Zel’dovich approximation, considered in [2].

More accurate approximations of eq. (5) can be considered, again along the lines of [1].

For instance, using the 1-loop expression for ⌃
ab

, the resulting P

P

ab

interpolates between

the 1-loop one at small k (that is the P
13

contribution in standard PT language) and the

Zel’dovich one, eq. (8), at large k. In any case, the important point is that the propagator

part can be treated sepearately from the mode-coupling one. In the following we focus

on the time evolution equation for the latter.

2. Relation between eq. (4) and the TRG equations

First, we discuss the relation between eq. (4) and the TRG equations introduced in [3].

The TRG equation for the PS in presence of a source h

a

is

@

⌘

P

ab

(k; ⌘, ⌘) = �⌦
ac

P

cb
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Z

d

3

q

(2⇡)3
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acd

(k, q, p)B
bcd
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bcd

(k, q, p)B
acd

(k, q, p; ⌘)]

� hh
a

(k; ⌘)'
b

(�k; ⌘)i � h'
a

(k; ⌘)h
b

(�k; ⌘)i , (9) {TRGe}

Exact equation

Peloso, MP, Viel, Villaescusa-Navarro, in preparation
Anselmi, Matarrese, MP, 1011.4477

⌃

ab

(k; ⌘, s) ! ⌃

1�loop

ab

(k; ⌘, s) for k ! 0

⌃ab(k; ⌘, s) ! �k2�2
v(z)e

⌘+sgab(⌘; s) for k ! 1



Mode coupling-Response 
functions
The nonlinear PS is a functional of the initial one 
(in a given cosmology and assuming no PNG):

SPT is an expansion around  P 0(q) = 0

Response function (Cosmology independence of the

UV)

Massimo Pietroni

INFN, Sezione di Padova, via Marzolo 8, I-35131, Padova, Italy

Abstract. The Response function

1. Definition and exact expression for the Response Function

Assuming gaussian initial conditions and the growing mode relation between the initial

density and velocity divergence, the nonlinear PS at time ⌘ is a functional of the linear

PS, given at some initial time ⌘in, P
0
(q; ⌘in), that is, Pab[P

0
](k; ⌘; ⌘in). In the following,

to simplify the notation, we will omit the ⌘in dependence when redundant.

Standard Perturbation Theory (PT) is a functional expansion around P 0
= 0

Pab[P
0
](k; ⌘) =

1
X

n=1

1

n!

Z

d3q1 · · · d3qn �nPab[P
0
](k; ⌘)

�P 0
(q1) · · · �P 0

(qn)

�

�

�

�

P 0=0

P 0
(q1) · · ·P 0

(qn) ,

(1) {PTexp}
where we have also used Pab[P

0
= 0](k; ⌘) = 0. The relation to the standard PT loop

expansion is given by noticing that the kernels of the expansion (1) are given by

�nPab[P
0
](k; ⌘)

�P 0
(q1) · · · �P 0

(qn)

�

�

�

�

P 0=0

=

�nP
(n�1)
ab [P 0

](k; ⌘)

�P 0
(q1) · · · �P 0

(qn)
, (2) {rela}

where P
(n�1)
ab is the PS evaluated at (n � 1)-loop order in PT. For instance, the linear

kernel is given by

�Pab[P
0
](k; ⌘)

�P 0
(q; ⌘in)

�

�

�

�

P 0=0

= �D(k�q)gac(⌘�⌘in) uc gbd(⌘�⌘in) ud = �D(k�q)uaub ,(3) {link}

which, inserted in (1), gives the linear PS, P 0
ab(k; ⌘) = P 0

(k) uaub.

Notice the momentum delta function in (3). The first nontrivial mode-coupling

emerges at second order in P 0
, that is, at 1-loop. The explicit expression for the second

order kernel can be recovered by looking at the standard 1-loop expression, see for

instance [1], and then taking a double functional derivative according to (2).

It is well known that the PT expansion becomes problematic already for mildly

nonlinear scales at low redshifts, as higher order terms are not suppressed with respect

to lower order ones.

n=1  linear order (= “0-loop”)
n=2 “1-loop”
…



Mode coupling-Response 
functions
Let’s instead expand around a reference PS: P 0(q) = P̄ 0(q)

Response function 2

In the following, we will consider a di↵erent expansion, analogous to (1), but

centered around a non-vanishing linear PS,

¯P 0
(q), namely,

Pab[P
0
](k; ⌘) = Pab[

¯P 0
](k; ⌘)

+

1
X

n=1

1
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Z
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with �P 0
(q) ⌘ P 0

(q) � ¯P 0
(q) the deviation from the reference PS. In this expansion,

already the linear kernel,

Kab(k, q; ⌘) ⌘ q3
Z

d⌦
q

�Pab[P
0
](k; ⌘)

�P 0
(q)

�

�

�

�

P 0=P̄ 0

, (5) {lrf}

contains PT contributions at all orders, that is, arbitrarily high powers in

¯P 0
, and is

therefore a fully nonlinear object. Indeed, using (1) and (2) we easily check that we can

formally write an expansion for the LRF in terms of the PT kernels

�Pab[P
0
](k; ⌘)

�P 0
(q)

�

�

�

�

P 0=P̄ 0

=

1
X
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1

(n � 1)!

Z

d3q1 · · · d3qn�1
�nP

(n�1)
ab [

¯P 0
](k; ⌘)
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¯P 0
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(qn�1) . (6)

In (5) we have used spatial isotropy.

The knowledge of the linear response function (5) can be used to obtain the

nonlinear PS for a cosmology with a linear PS not too di↵erent from the reference one,

once the nonlinear PS for the latter has been computed, e.g., by N-body simulations.

Besides this practical use, the linear response function is also relevant for a more

fundamental issue, namely, it quantifies, at a fully nonlinear level, the coupling between

di↵erent modes. More precisely, it encodes how much a (small) modification of the

initial condition at a scale q impacts on the nonlinear PS at later times at a scale k.

In ref. [2] the LRF was measured in N-body simulations, and compared to the PT

results. While the IR behaviour (q/k ⌧ 1) is well reproduced by lowest order PT, they

found strong deviations for the UV modes (q/k � 1). In particular, while PT predicts

a non vanishing, or even growing LRF at large q (for fixed k), N-body simulations find

quite an opposite behaviour, with the LRF going to zero, thus showing evidence for a

decoupling between UV and intermediate scales.

In the following we will study the LRF beyond PT, first by deriving an exact

expression for it in terms of connected and 1PI functions, and then discussing proper

approximations in the IR and in the UV limits.

We start from the definition of the nonlinear PS

(2⇡)3�D(k+ k

0
)Pab(k; ⌘) ⌘ h'a(k; ⌘)'b(k

0
; ⌘)i , (7)

where brackets denote, as usual, averaging over the initial conditions at time ⌘in.
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In the following, we will consider a di↵erent expansion, analogous to (1), but
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contains PT contributions at all orders, that is, arbitrarily high powers in
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, and is

therefore a fully nonlinear object. Indeed, using (1) and (2) we easily check that we can

formally write an expansion for the LRF in terms of the PT kernels
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The knowledge of the linear response function (5) can be used to obtain the

nonlinear PS for a cosmology with a linear PS not too di↵erent from the reference one,

once the nonlinear PS for the latter has been computed, e.g., by N-body simulations.

Besides this practical use, the linear response function is also relevant for a more

fundamental issue, namely, it quantifies, at a fully nonlinear level, the coupling between

di↵erent modes. More precisely, it encodes how much a (small) modification of the

initial condition at a scale q impacts on the nonlinear PS at later times at a scale k.

In ref. [2] the LRF was measured in N-body simulations, and compared to the PT

results. While the IR behaviour (q/k ⌧ 1) is well reproduced by lowest order PT, they

found strong deviations for the UV modes (q/k � 1). In particular, while PT predicts

a non vanishing, or even growing LRF at large q (for fixed k), N-body simulations find

quite an opposite behaviour, with the LRF going to zero, thus showing evidence for a

decoupling between UV and intermediate scales.

In the following we will study the LRF beyond PT, first by deriving an exact

expression for it in terms of connected and 1PI functions, and then discussing proper

approximations in the IR and in the UV limits.

We start from the definition of the nonlinear PS
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0
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where brackets denote, as usual, averaging over the initial conditions at time ⌘in.

Response function 2

In the following, we will consider a di↵erent expansion, analogous to (1), but
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contains PT contributions at all orders, that is, arbitrarily high powers in

¯P 0
, and is

therefore a fully nonlinear object. Indeed, using (1) and (2) we easily check that we can
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In (5) we have used spatial isotropy.

The knowledge of the linear response function (5) can be used to obtain the

nonlinear PS for a cosmology with a linear PS not too di↵erent from the reference one,

once the nonlinear PS for the latter has been computed, e.g., by N-body simulations.

Besides this practical use, the linear response function is also relevant for a more

fundamental issue, namely, it quantifies, at a fully nonlinear level, the coupling between

di↵erent modes. More precisely, it encodes how much a (small) modification of the

initial condition at a scale q impacts on the nonlinear PS at later times at a scale k.

In ref. [2] the LRF was measured in N-body simulations, and compared to the PT

results. While the IR behaviour (q/k ⌧ 1) is well reproduced by lowest order PT, they

found strong deviations for the UV modes (q/k � 1). In particular, while PT predicts

a non vanishing, or even growing LRF at large q (for fixed k), N-body simulations find

quite an opposite behaviour, with the LRF going to zero, thus showing evidence for a

decoupling between UV and intermediate scales.

In the following we will study the LRF beyond PT, first by deriving an exact

expression for it in terms of connected and 1PI functions, and then discussing proper

approximations in the IR and in the UV limits.

We start from the definition of the nonlinear PS

(2⇡)3�D(k+ k
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0
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where brackets denote, as usual, averaging over the initial conditions at time ⌘in.

Linear response function:

Non-perturbative (gets contributions from all SPT orders)

Key object for more efficient interpolators ?



UV screening
3

be observed here is that a large contribution comes from
small wave modes (q < k) suggesting that the growth
of structure is dominated by mode flows from large to
small scales. Not surprisingly, the formation of structure
is more effectively amplified when it is part of a larger
structure than when it contains small scale features.

FIG. 2: Kernel function predicted by SPT (un-binned) up to
one- (thin solid) and two-loop (thick solid) order computed
at k = 0.2hMpc−1 at z = 1. Dashed (dotted) lines show
each of the one- (two-)loop contributions with the legend (ij)
showing the perturbative order of the calculation. We show a
negative sign in the legend when the contribution is negative.
Note that we ignore terms proportional to the Dirac delta
function at k = q, which is meaningful only when binning is
considered.

Such findings are fully in line with expectations from
PT calculations. We show the analytical calculation in
Fig. 2 up to the two-loop level (ignoring at this stage bin-
ning effects). We present the contribution from Pij(k) ∝
⟨δ(i)δ(j)⟩, where δ(i) is the ith-order term in the PT ex-
pansion. The terms in the same loop order cancel at the
IR domain (q < k) due to the extended galilean invari-
ance of the motion equations as shown and analyzed in
e.g., [15–19]. On the other hand, the UV domain is en-
tirely dominated by P13(k) and P15(k) at one and two
loops, respectively. Such terms can be alternatively de-
scribed as the correction to the density propagator. They
have been shown to dominate the behavior of the UV do-
main at any fixed order in SPT.
We then rescale the kernel at various redshifts as

T (k, q) = [K(k, q) −K lin(k, q)]/[qP lin(k)], where K lin is
the trivial linear contribution, and plot them in Fig. 3.
They are compared with the one-loop PT calculation
(solid), which is now time-independent. The simulation
data indeed shows little time evolution at q ! k in strik-
ing agreement with the PT predictions, reproducing the

FIG. 3: Rescaled kernel function, T (k, q) ≡ [K(k, q) −
Klin(k, q)]/[qP lin(k)]. SPT up to the one- and two-loop or-
der are shown by lines, whereas the symbols are measured
from the simulations (see legend for detail). The final wave-
mode bin is fixed to the one centered at k = 0.161 hMpc−1

(see the vertical arrow). Binning is taken into account to the
analytical calculations consistently to the simulations.

expected q dependence and amplitude [29] obtained from
the one-loop calculation and the change of sign one ex-
pects between the IR and the UV domain. The small
but non-negligible z-dependence at k ∼ q is further ac-
counted for by the two-loop calculation (see the figure
legend for line types). Note that at the final wave mode
plotted here (i.e., k = 0.161 hMpc−1), the two-loop SPT
prediction for the nonlinear power spectrum agrees with
simulations within 1% at z " 1 and the agreement gets
worse at lower redshift reaching to ∼ 5% at z = 0 (see
e.g., [5]).

At q " 0.3 hMpc−1 however, the measured kernel func-
tion is observed to be damped compared to perturbation
theory predictions at one or two-loop order. As can be
seen on Fig. 3, the one-loop SPT (solid line) predicts the
kernel function to reach a constant [30]; at the two-loop
order, it is expected to grow in amplitude with time. The
numerical measurements show on the other hand that the
scaled kernel function is strongly damped with decreasing
redshift. It is such that the couplings between scales take
place effectively between modes of similar wavelengths.
This effect is particularly important at late time. At red-
shift zero, the departure between two-loop predictions
and numerical results is striking. Furthermore analysis
of the kernel structure at three and higher loop order (see
e.g., [4]) suggests that SPT calculations, taken at any fi-
nite order, predict an even larger amplitude of the kernel
function in the high q region. It strongly suggests that
this anomaly is genuinely non-perturbative.
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We present detailed simulation measurement of the nonlinear response of the power spectrum
to small variations in the linear counterpart in the context of cosmological large-scale structure
formation. While the mode-coupling structure can be explained to a large extent with the standard
perturbation theory, we show that the coupling of the short-wave modes are however significantly
damped away making them contributing only weakly to the growth of long-wave modes. This is the
first time such an effect is measured. It is of crucial importance for the use of large-scale cosmological
data as probes of fundamental cosmological or physical parameters.

Wide field galaxy surveys are widely considered for un-
veiling the detailed geometrical properties or energy con-
tent of the universe [1]. Large-scale projects, such as the
EUCLID mission [26], are planned in the coming decade,
aiming at the determination of these properties with an
unprecedented accuracy. Such measurements rely to a
large extent on the use of the statistical properties of the
large-scale cosmic structures up to scales entering the
weakly non-linear regime, where the sole linear theory
cannot be used. Such a scientific program could then
only be achieved if the properties of the large-scale cos-
mological structure can be safely predicted either from
numerical simulations or from analytical investigations
for any given cosmological model. In particular it is im-
portant that such observables are shielded from the de-
tails of small scale astrophysics and gas physics at galac-
tic or sub-galactic scales.

One way to reformulate this question is to quantify
how small-scale structures can impact the growth on
large scales as soon as modes are entering the nonlin-
ear regime. Perturbation theory (PT) of the structure
formation is a powerful framework to precisely predict
the nonlinear gravitational dynamics of the cosmic fluid
from the first principle, at least when gravity only is at
play (see [2] for a review). The importance of such meth-
ods has been heightened after the detection of the baryon
acoustic oscillations (BAOs) in the clustering of galaxies
at late times (e.g., [3]), making precise predictions of the
nonlinear matter power spectrum crucially important.

PT calculations show precisely that mode couplings be-
tween different scales are unavoidable. This makes these
calculations in general difficult to develop in a controlled
manner. We propose here to quantify such couplings

with the use of a two-variable kernel function [27], de-
fined as the linear response at wave mode k with respect
to an initial perturbation of the linear power spectrum at
wave mode q. In the context of PT calculations, Ref. [4]
showed progressive broadening of the kernel function as
increasing the PT order, and speculated that a regular-
ization scheme in the UV domain is required to give a re-
alistic estimate of the high-order PT contributions. The
recent paper by [5] also pointed out the unsuccessful con-
vergence of the PT series at late times and proposed a
simple ansatz based on the Padé approximation to sup-
press the strong UV sensitivity seen in the standard PT
(SPT).
If the broadness of the kernel at late times suggested

from PT is true, physics at very small scale can influ-
ence significantly the matter distribution on large scales,
where the acoustic feature is prominent. It also poses
a question to the reliability of simulations, with which
we can follow the evolution of Fourier modes only in a
finite dynamic range. We here present direct measure-
ment of the kernel structure from cosmological N -body
simulations. We show that this allows a direct test of
regularization schemes employed in analytical models.
Definition and methodology.— Here we wish to intro-

duce a well-defined kernel function and investigate it at
fully nonlinear level. We consider the nonlinear power
spectrum as a functional of the linear counterpart, i.e.,
P nl = P nl[P lin], and define the kernel function as its
functional derivative:

K(k, q; z) = q
δP nl(k; z)

δP lin(q; z)
. (1)

We omit the explicit dependence on z from the arguments

Sensitivity of the nonlinear PS at scale k
on a change of the initial PS at scale q: 

Nishimichi et al 1411.2970

k = 0.161 h Mpc�1

PT overpredicts the effect of UV scales 
on intermediate ones

IR: “Galilean invariance”
K(k, q; z) ⇠ q3

Peloso, MP 1302.0223



UV screening

The effect of virialized structures on larger scales is screened
(Peebles ’80, Baumann et al  1004.2488, Blas et al 1408.2995). 

However, the departure from the PT predictions starts at small k’s:
is it really a virialization effect?

Response function 3

q, ⌘in �q, ⌘in

k, ⌘ k, ⌘k, ⌘in �k, ⌘in �k, ⌘ �k, ⌘
�1

2

q3

(2�)

3

Z

d�qq �D(k � q)

Figure 1. Diagrammatical representation of the linear response function Kab(k, q; ⌘),

eq. (11). {lrfgraph}

In [3] a path integral expression for such averages was derived, which for the PS

reads

h'a(k; ⌘)'b(k
0
; ⌘)i =

Z

D'D� exp

n

� 1

2

Z

d3q

(2⇡)3
�c(�q; ⌘in)uc�d(q; ⌘in)udP

0
(q) + iS[',�]

o

'a(k; ⌘)'b(k
0
; ⌘) ,

(8) {path}
with the ‘action’ given by

S[',�] =

Z ⌘

⌘in

ds



Z

d3q

(2⇡)3
�c(�q; s) (�cd @s + ⌦cd)'d(q; s)

� es
Z

d3q

(2⇡)3
d3p

(2⇡)3
�abc(|q+ p|, q, p)�a(�q � p; s)'b(q; s)'c(p; s)

�

. (9)

The initial conditions could be generalised from the gaussian case represented in (8),

by adding terms cubic, quartic, etc., in �(⌘in), with coe�cients given by the initial

bispectrum, trispectrum, and so on. The general expression for the LRF below would

not change in this case.

By taking the functional derivative of (8) with respect to the initial PS we get

(2⇡)3�D(k+ k

0
)

�Pab(k; ⌘)

�P 0
(q)

= �1

2

1

(2⇡)3
h'a(k; ⌘)�c(�q; ⌘in)�d(q; ⌘in)'b(k

0
; ⌘)iucud ,(10) {dp}

which, inserted in (5), gives

Kab(k, q; ⌘) = q �D(k � q)Gac(k; ⌘, ⌘in)uc Gbd(k; ⌘, ⌘in)ud

� 1

2

q3

(2⇡)3

Z

d⌦
q

h'a(k; ⌘)�c(�q; ⌘in)�d(q; ⌘in)'b(�k; ⌘)i0c ucud ,(11) {lrffull}

where the first line represents the disconnected contribution to the four-point function in

(10), and h· · ·i0c indicates the connected contribution divided by (2⇡)3�D(0), the overall

momentum delta function. Eq. (11) is represented diagrammatically in Fig. 1.

[link between this object and the trispectrum. covariance matrix?].

[ Meaning of the first line....]

e�
q2�2

v
2 damped propagators! 

(compare SPT: g=O(1))

memory of initial substructures is largely lost



UV lessons

✤ SPT fails when loop momenta become too high (q ≿ 0.4 h/Mpc)

✤ The real response to modifications in the UV regime is mild

✤ Most of the cosmology dependence is on intermediate scales



Effective approaches to the UV

✤ General idea: take the UV physics from N-body simulations 
and use (resummed) PT only for the large and intermediate 
scales
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“PT” ok coarse-grained
 sources

Physics at k is independent on L, L_uv  (“Wilsonian 
approach”)

Expansion in sources:

h��iJ = h��iJ=0 + h�J�iJ=0 +
1
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Vlasov Equation

Liouville theorem+ neglect non-gravitational interactions:
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M.P., G. Mangano, N. Saviano, M. Viel, 1108.5203,  Carrasco, Hertzberg, Senatore,1206.2976 .... 
Buchert, Dominguez, ’05, Pueblas Scoccimarro, ’09, Baumann et al. ’10
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From particles to fluids



Vlasov  equation in the L_uv ➞ 0 limit!
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f = hfmiciLUV

large scales

short scales
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Coarse-grained Vlasov equation

Taking moments…
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Measuring the sources in Nbody simulation



COSMOLOGY DEPENDENCE

Simulation Suite

L
box

= 512Mpc/h Nparticles = (512)3



Ratios of UV source correlators

hJ�ii

hJ�iREF
From N-body

Scale-independent!!



Rescale using PT information

Amplitude rescaling captured by PT!!



creating in this way a set of coupled di↵erential equations known as Boltzmann hierarchy.
As we will explain in more detail later, it will be su�cient for the purposes this paper to
stop at the first two moments (one-loop approximation). The first two moments will give the
continuity and momentum equations in the approximation in which the fluid is described by
the Navier-Stokes approximation, with the addition of a stochastic term. We obtain

⇢̇l + 3H⇢l +
1

a
@i(⇢lv

i
l) = 0 , (18)
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l + Hvi

l +
1

a
vj
l @jv
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l +
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⇥

⌧ ij
⇤

⇤

. (19)

Let us define the various quantities that enter in these equations. We define the long wave-
length velocity field as the ratio of the momentum and the density

vi
l =

⇡i
l

⇢l

. (20)

The right hand side of the momentum equation (19) contains the divergence of an e↵ective
stress tensor which is induced by the short wavelength fluctuations. This is given by

⇥
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⇤

⇤

= ij
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l , (21)

where  and � correspond to ‘kinetically-induced’ and ‘gravitationally-induced’ parts:
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. (23)

Note that we have subtracted out the self term from wij
l , as necessary when passing from

the continuous to the discrete description in the Newtonian approximation, and used that
@2� = 4⇡Ga2(⇢ � ⇢b) and @2�l = 4⇡Ga2(⇢l � ⇢b) to express �l in terms of � and �l. In the
limit in which there are no short wavelength fluctuations, and ⇤ ! 1, l and �l vanish.
In App. A we provide the above expression written just in terms of the short wavelength
fluctuations.

2.3 Integrating out UV Physics

The e↵ective stress tensor that we have identified is explicitly dependent on the short wave-
length fluctuations. These are very large, strongly coupled, and therefore impossible to treat
within the e↵ective theory. When we compute correlation functions of long wavelength fluctu-
ations, we are taking expectation values. Since short wavelength fluctuations are not observed
directly, we can take the expectation value over their values. This is the classical field the-
ory analog of the operation of ‘integrating out’ the UV degrees of freedom in quantum field

8

Relation with EFToLSS

theory, now applied to classical field theory. The long wavelength perturbations will a↵ect
the result of the expectation value of the short modes, through, e.g., tidal like e↵ects. This
means that the expectation value will depend on the long modes. In practice, we take the
expectation value on a long wavelength background. The resulting function depends only on
long wavelength fluctuations as degrees of freedom. In this way, we have defined an e↵ective
theory that contains only long wavelength fluctuations. Since long wavelength fluctuations
are perturbatively small, we can Taylor expand in the size of the long wavelength fluctuations.
Schematically we have
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For the precision we pursue in the rest of the paper, we will stop at linear level in the
long wavelength fluctuations, though nothing stops us from going to higher order. By the
symmetries of the problem, the resulting stress tensor must take the following form

h
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(25)
This is the stress tensor of an imperfect fluid. pb is the background pressure that is induced
by short distance inhomogeneities even in the absence of long wavelength fluctuations. c2s is
the speed of sounds of the fluctuations: �p = c2s�⇢. cbv and cbv are the coe�cients for the
bulk ⇣ and the shear ⌘ viscosity respectively, with units of velocity. They are related to ⌘

and ⇣ by the relation ⌘ = 3⇢bc
2

sv/(4H), ⇣ = ⇢bc
2

bv/H . �⌧ ij represents a stochastic term, that
takes into account the di↵erence between the actual value of ⌧ ij in a given realization and
its expectation value 1. We will come back to this term shortly, but it is worth noting that
neglecting this term in the above equations reproduces the familiar Navier-Stokes equations.

Finally, the ellipses (. . .) represent terms that are either higher order in �l, or higher
order on derivatives of �l. Indeed, higher derivative terms will be in general suppressed by
k/kNL ⌧ 1, and, as typical in e↵ective field theories, we take a derivative expansion in those.
Astrophysically, these terms would corresponds to the e↵ects induced by a sort of higher-
derivative tidal tensor. Once we expand in derivatives of the long wavelength fluctuations,
we take the parameters in (25) to be spatially independent, but time dependent.

The coe�cient �pb, cs, csb, csv are determined by the UV physics and by our smoothing
cuto↵ ⇤, and are not predictable within the e↵ective theory. They must be measured from
either N -body simulations, or fit directly to observations. This is akin to what happens
in the Chiral Lagrangian for parameters that can be measured in experiments or in lattice
simulations, such as F⇡. We first define the correlation functions that will allow us to extract
these parameters from small N -body simulations.

1For the readers familiar with the in-in formalism, this term will take into account the cut-in-the-middle
one-loop diagrams [26].

9

derivative expansion, or expansion in k/k_nl

J i
1 + J i

�

coefficients should be scale independent, nice 
results for simple power law linear PS

Baumann et al  1004.2488
Carrasco et al 1206.2926

…
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Figure 5. The time-dependent ↵i’s for the di↵erent cosmologies of our simulation
suite. For each cosmology, the solid orange line indicates the best linear fit to the ⌘
dependence, while the black dashed lines are obtained from the largest (� = 0.58) and
the smallest (� = 0.38) slope in Table 5. .

(and removing the W̃ 2[kL] factor from both sides) would read (see eq. (58) of [15]),

P
11

(k, ⌘) ' P lin

11

(k, ⌘) + P 1�loop

ss,11

(k, ⌘)� 2(2⇡) c2

s(1)

k2

k2

NL

P lin(k, ⌘) , (70)

The PS in 1-loop EFToLSS
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Figure 6. Ratio in eq. (71) at 5 di↵erent redshift in the REF cosmology.

where we recall that P lin is the linear PS, and where the k-independent parameter

c2

s(1)

can be interpreted as an e↵ective speed of sound, to be determined by fitting the

PS with N-body simulations. Higher orders in the EFToLSS include higher loops and

higher powers of k/k
NL

. In [15], contributions up to 2-loop orders and O(k4/k4

NL

) have

been included, however we will limit our discussion to the comparison with the 1-loop

EFToLSS of eq. (70), for which the derivation is straightforward.

Comparing (70) to (69) we immediately understand the physical e↵ects contained

in the speed of sound term at this order. Namely, c2

s(1)

incorporates all the nonlinearities

of the pressureless ideal fluid equations beyond 1-loop, plus the e↵ect of the small scale

velocity dispersion.

In Figure 6 we plot the quantity

P 1�loop

ss,11

(k, ⌘)� P
11

(k, ⌘)

2 k2P l (k, ⌘)
, (71)

which, according to eq. (70), should correspond to the k-independent quantity
2⇡c

2
s(1)

k

2
NL

. In

ref. [15] the speed of sound was determined by fitting eq. (70) to the nonlinear PS in the

k ⇠ 0.15� 0.25 h Mpc�1 range, obtaining in this way 2⇡c2

s(1)

⇣
h Mpc

�1

k

NL

⌘
2

= 1.62± 0.03

for z = 0. As we see, the central value is consistent with the z = 0 curve of the REF

cosmology shown in Figure 6. However the residual BAO fluctuations – coming from

the di↵erence between the 1-loop PS and the nonlinear PS– are quite strong, and the

di↵erence between the lines in Figure 6 and a constant gives a measure of the error

c2
s(1)

higher orders+resummations needed 
to reduce the scale dependence

(see Senatore Zaldarriaga, 1404.5954)



Putting everything together

@⌘P
MC
ab (k; ⌘, ⌘) = �⌦acP

MC
cb (k; ⌘)

+

Z ⌘

ds ⌃ac(k; ⌘, s)P
MC
cb (k; s, ⌘)

+e⌘
Z

d3q�acd(k, q)B
MC
cdb (q, k; ⌘)

�hha(k, ⌘)'
MC
b (�k, ⌘)i
+(a $ b)

Improved TRG
Peloso, MP, Viel, Villaescusa-Navarro, in preparation

linear growth

IR (propagator) effects

Intermediate scales: (resummed) SPT

UV sources (from Nbody)



Some results (preliminary)
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Figure 3. Ratios of the propagator part of the PS to the linear one, in di↵erent

approximations {propagator}
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Figure 5. Ratios of the mode-coupling component of the PS to the one from Coyote,

with di↵ferent cuto↵ scales. Dashed lines mark ±1% deviation. {RatioCoyote}
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Figure 12: PS divided by the linear one
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Intermediate scales at 1-loop SPT

no free parameter!



with resummations of the MC part

Anselmi, Lopez-Nacir, Sefusatti, 2014

Anselmi, MP,
1205.2235
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Perturbations
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Nonlinear perturbations
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From expanding Q to 2nd order
~ k^4: UV catastrophe!
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SPT fails at all scales
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Summary

✤ The IR effects are well understood and implemented in most of the 
approaches on the market

✤ Widening of the BAO peak well understood, analytically

✤ SPT fails at high loop momenta: UV screening completely missed

✤ Resummations and effective UV approaches must and can be 
combined (interpolators from linear response function?)


