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Outline

General ideas.

Part I: Quantum many particles in ring-shaped optical 
potentials.              

 Fermions: Boundary twist and persistent current in 
Hubbard models.

Part II: Lattice regularizations of the Bose gas.



Dipole force on a two level atom from a far off-
resonance laser beam: 

Standing wave

s Er

λ/2

Optical Lattices 

Mirrors



General Hamiltonian



Effective model.

Jaksch, Bruder, Cirac, Gardiner, Zoller 1998; 
Review: Lewenstein,  Sanpera,  Ahufinger, Damski,  Sen De, Sen,  Advances. in Phys. (2007)

Amico, Cataliotti, Mazzarella, Pasini  arXiv:0806.2378



Design of Hamiltonians in optical lattice: 
Review: Lewenstein,  Sanpera,  Ahufinger, Damski,  Sen De, Sen,  Advances. in Phys. (2007)

Quantum degenerate gas
(Bosons & Fermions) 

Highly controllable systems:
    Feasible optical & magnetic Manipulations W. Hänsel et al. Nature 413, 498 (2001);         

H. Ott et al. PRL 87, 230401 (2001)
    New opportunities  to study open problems in condensed matter 

(Feynman, 1982-1986). 
 Possibly: implementations for quantum computation (low decoherence 

rate) Survey: Cirac, Duan, Zoller (2001) ; Garcia-Ripoll, Cirac, Zoller (2004). 



General:

   i) simple way to implement traslational invariance;

    ii) physical quantities approach to the thermodynamic 
limit in a fast (exponential) way […Barber and Fisher  PRL 1972…] 

   Therefore: many studies for finite rings.

 Applications where the “topology” is crucial (Ex: 
“persistent currents” in mesoscopics: ....

Part I: Why ring shaped potentials?



Physical realization of the ring: 
Laguerre-Gauss + Plane wave  

Plane wave

Very far-off-below resonant  
Laguerre-Gauss laser beam

Intensity Phase

Chavez-Cerda JOB 2002.

I ~5W/cm2, Δ~-106 MHz,  Barrier~5µK

Remark: tz << tφ by focusing the LG: Ex. L=15, waist/λ=100, tz / tφ<1/100

Amico, Osterloh, Cataliotti PRL 2005.



 Optics Express, Vol. 15, Issue 14, pp. 8619-8625



Persistent currents:
boundary twist.

Boundary twist may set a  current prop. to grad[Φσ(r)]. 

Khon PR 1964; Shastry, Sutherland, PRL1990; Zotos, Prelovsek , (Kluwer 2003).
See also Loss, Goldbart and Balatsky PRL 1990.



Realization of the boundary twist

Conical shaped magnetic field.
Berry phase on the hyperfine states mF:

Gaussian laser beam with a very different frequency 
of the beams generating the lattice: AE(mF).

Φσ is tunable: Generalization of the 
phase imprinting (Lenhardt et al PRL 2002)

Amico, Osterloh, Cataliotti PRL 2005.



Key: Equivalent to ordinary Hubbard model with boundary twist

Fermionic atoms: 
Hubbard rings with correlated hopping.

Schulz. Shastry, PRL 1998; Amico, Osterloh, Eckern  NPB 2000



Persistent current in atomic rings 
with Hubbard interaction

N/L=32/16

Amico, Osterloh, Cataliotti PRL 2005.



Summary

• Physical realizations of many body quantum systems with 
periodic b.c.. Persistent currents.

• This could  represent a valid tool to study open questions  
in condensed matter (Persistent currents Vs Level statistics;  
Casimir effect, phase coherence...).

 



Part II: Bosonic atoms. 
The Bose-Hubbard model

Density of bosons per site:

Filling factor:

Haldane, PLA 1980; 
Fisher, Weichman, Grinstein Fisher, PRB 1989;
Review: Fazio and van der Zant Phys. Rep. 2001.

Commensurate filling: 
Insulator-Superfluid T=0 phase transition.

See f.i. Kuehner and  Monien 1999.
[From Amico, Penna, PRL 1998]
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FIG. 1. The phase diagram of the BHM for D ! 1. The er-
ror boxes are the QMC results of Batrouni et al. Relatively to
the first lobe (ni ! 1), !tc"U# ! 0.5. QMC gives !tc"U# !
0.43 6 0.002 and the SCPE !tc"U# ! 0.43. For (ni ! 3),
QMC and SCPE give !tc"U# ! 0.2 and !tc"U# ! 0.18, respec-
tively. Our theory gives !tc"U# ! 0.16.

For solving Eqs. (16) and (17) we introduce the vari-

ables d6 ! m"U 2 2n 1 !1 6 1#. By inserting d1 $ 0
[d2 # 0] in Eq. (16) [(17)], and defining r ! qt"4U,
one gets the quadratic equations d2

6 1 2rd6 2 2r !2n 7
1# ! 0 providing the curves

m6

U
! 2$n 2 !1 6 1#% 2 r 6 $r2 1 2r !2n 7 1#%1"2.

(18)

The lower branch m1!t# and the upper m2!t# constitute
the boundary encircling the nth lobe. We conclude by
retrieving from Eq. (18) the position of the farthest point

on the n-lobe boundary from the m axis. By setting

m2!t# ! m1!t# one finds the lobe tip coordinates
tc ! U"qn (19)

and m!tc#"U ! 2n 2 1 2 !1"2n#. In the captions of

Figs. 1 and 2 the values of tc furnished by the present

approach are compared for the D ! 1 and D ! 2 cases
with QMC [5] and the strong coupling perturbative

expansion (SCPE) [4].

The dynamical approach we have developed appears to

succeed in describing the quantum MI-SF phase transition

of BHM. The resulting phase diagram indeed exhibits an

excellent agreement with QMC simulations and SCPE re-

sults. This suggests that Eqs. (5), here faced solely within

the dynamical MFA, deserve a systematic investigation by

the methods of dynamical system theory. The dynamics

they account for, in fact, should describe not only zero

temperature configurations but also excited states involv-

ing density waves as well as vortices. Moreover, a sys-

tematic analysis of Eqs. (5) should be interesting both in

relation to the dynamical scaling theory [9] and for cal-

culating the dynamical correlation functions in the MI.

Work is in progress along these lines.

FIG. 2. The phase diagram of the BHM for D ! 2. The
error box indicates the QMC tricritical point obtained by Krauth
and Trivedi [5]. For ni ! 1, !tc"U# ! 0.25 while QMC gives
!tc"U# ! 0.244 6 0.002 and SCPE provides !tc"U# ! 0.272.
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Other realization: 1d-Josephson junctions.
38 CHAPTER 4. JOSEPHSON JUNCTION ARRAYS

C0 C0 C0C0

C C C C

Figure 4.1: Schematic of a 1D array of normal tunnel junctions. C indicates the
capacitance of one junction in the array and C0 the capacitance of each electrode
to ground.

4.1 The charge soliton model

The simple electrostatic model describing a 1D array of N ! 1 small-capacitance
normal junctions takes into account only the interactions of each island with the
nearest neighbors through the junction capacitance C and the self-capacitance C0

of each electrode to ground (fig. 4.1) [35, 36, 82–84]. If an extra charge is placed on
the kth electrode of a long array, a potential distribution

ϕk = −e/Ceff (4.1)

is generated. The capacitance Ceff indicates the effective capacitance seen by one
island far from the edges of the array. When the condition C ! C0 is realized, as
in the experimental case, Ceff ≈

√
4CC0. The potential ϕk can be considered as a

charge soliton which extends over 2Λ junctions, where

Λ =
√

C/C0 (4.2)

is the decay length of the potential when C ! C0 [35, 36, 82–84]. It has been
shown [85] that a large decay length, or soliton length, reduces the effect of the
random background charges, because any potential due to random offset charges
will be averaged over Λ. The soliton moves through the array by tunneling with-
out changing its form. Solitons (or antisolitons) of the same sign repel each other
and they are attracted to the edges of the array depending on the polarity of the
bias.

As the voltage biasing the array exceeds a threshold voltage, a soliton is in-
jected in the array. In the case of a long array, where the condition N ! Λ is real-
ized, the threshold voltage is given by Vt ≈ e/

√
CC0 [83, 84]. Due to the Coulomb

repulsion, solitons keep approximately a constant distance inside the array during
their motion, forming a quasi Wigner lattice that moves as a whole toward the end
of the array [35, 36]. Thus, the current flow can be described by a moving train
of uniformly spaced solitons. This space correlation in tunneling events results in
turn in time-correlated single electron tunneling (SET) events with characteristic
frequency fSET = 〈I〉/e.

The charge soliton model has been extended to the superconducting case to de-
scribe the insulating state of 1D Josephson junction arrays. For Josephson junction

Delsing, Claeson, Likharev, Kuzmin, PRB 1990
Chow, Delsing, Haviland, PRL 1998

FIG. 1: One-dimensional array of small-capacitance dc SQUIDs. (a) Scanning electron micrograph. (b)

Schematic diagram.

The negative differential resistance appears as a result of coherent tunneling of single Cooper

pairs according to the theory of current-biased single Josephson junctions [25, 33]. Based on

the theory, we have calculated the I-V curves numerically. The measured I-V is consistent with

the numerical calculation.

II EXPERIMENT

A Sample fabrication and characterization

The 1D JJ arrays were fabricated on a SiO2 substrate with electron-beam lithography and a

double-angle-evaporation technique [34]. The arrays are made of Al with an Al2O3 tunnel bar-

rier, and each of the Al electrodes in the array is connected to its neighbors by two junctions in

parallel, thus forming a superconducting quantum interference device (SQUID) between near-

est neighbors. Figure 1 shows a scanning electron micrograph of a section of an array and the

schematic diagram. The advantage of the SQUID geometry is that we can control the effective

EJ by applying an external magnetic field, B, perpendicular to the substrate,

EJ = EJ0

∣
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∣

, (1)

where Aloop is the effective area of the SQUID loop and "0 ≡ h/2e = 2× 10−15 Wb is the

superconducting flux quantum. Because the geometrical inductance of the SQUID loop, L0 $

3

Electrostatic energy of 
Cooper pairs in each island:

Josephson Energy:

Review: Fazio, Van der Zant,  Phys. Rep. 2001



Faliure of Coordinate Bethe Ansatz: 
Example N=3 

Due to the multi-occupancy of the bosonic 
particles, the scattering is diffractive.

Remark: Level statistics is Wigner-Dyson!        
(Kolovsky and Buchleitner 2004) 

Haldane, Choy Phys. Lett. A 1982



The dilute limit & Bose gas with 
δ-interaction

Access to asymptotics of correlation functions of the 
Bose-Hubbard model in the dilute limit:

At small filling factors                 the lattice model

Luttinger liquids: Haldane PRL, PLA 1981.         
Recent summary: Amico and Korepin, Ann. Phys. 2004.

turns into a continous integrable field theory:



Integrable corrections to the 
Bose-Hubbard model

Lattice regularization of the Bose gas:

R-matrix preserved & change of the trasfer 
matrix          ‘quasi-local’ Hamiltonians 
(Izergin-Korepin; Faddev-Takhtadjan-Tarasov).                     

Modification of the R-matrix, keeping the  
Hamiltonian formally unaltered (quantum 
Ablowitz-Ladik).

Korepin, Izergin NPB 1982; Tarasov, Takhtadjan, Faddeev TMP 1983; Kundu, Ragnisco JPA 1994;
 Kulish LMP 1981; Bogolubov, Bullough 1992-1995; Amico and Korepin 2004.



Non-local corrections to BHM:
Korepin-Itzergin model

Coupling of five neighbours: j-2...j+2

Weak coupling limit: 

Amico and Korepin, Ann. Phys. 2004

Besides for non the local terms, BH differs from IK for the quadratic hopping



Non-local corrections to BHM:
Faddev-Takhtadjan-Tarasov model

Amico and Korepin, Ann. Phys. 2004

Integrable model for higher spin:

The FTT model is a  realization of the lattice NLS with: 

For large s:



Quantum Ablowitz-Ladik

Therefore: α is NOT coupling constant!

Kulish, Lett. Math. Phys. 1981; Gerdikov, Ivanov, Kulish JMP  1984

Amico and Korepin, Ann. Phys. 2004



Integrable XXZ model 

Zamolodchikov and Fateev (1981);
Sogo, Akutsu, Abe (1984);
Kirillov and Reshetikhin (1986).

Bytsko 2001

Ground state is a singlet Sz=0

Casimir of suα(2):

Uα[sl(2)]-quantum group symmetry.



Bosonic models with 
correlated hopping

All these models are solvable by algebraic BA.

with aj true bosonic operators.

Small η expansion of the quantum Ablowitz-Ladik Hamiltonian: 



The limit of large S

Isotropic Limit α=0:  large S of Faddev-Takhtadjan-
Tarasov model: 

Amico, Cataliotti, Mazzarella, Pasini arXiv:0806.2378.

The limit: 

(Amico and Korepin, Ann. Phys. 2004).



9

0 2 4 6
0 

2 

4 

6 

8 

10

3.5 4 4.5 5
0

0.5

 

 0

0.5

1

1.5

HI DW

SF

MI

U/t

V/t

(a) (b)

(c)

ÔP

ÔS
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FIG. 4: (Color online.) (a) Phase diagram of a single unperturbed chain in the space of (U/t, V/t), obtained from the numerical
calculations. (b) The “charge” (!) and “neutral” (!) gaps along the same cut through the three insulating phases. Charge gap
vanishes at the MI-HI transition, whereas only the “neutral” gap vanishes at the transition to the DW phase. (c) The parity
(!), string (!) and Density wave (o) order parameters as a function of V/t along a line of constant U/t = 6. The string and
parity orders are defined as the square roots of (12) and (13) respectively.
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FIG. 5: (Color online.) Decay of the parity and string corre-
lations, and of the single particle density matrix at the HI-MI
transition. The power-law fits are consistent with the field
theoretical predictions for the relations between the different
decay exponents (see text).

A. Unperturbed single chain

To map the phase diagram of a single chain (Fig. 4(a))
we compute the parity, string, and Density wave (DW)
correlations in the ground state. The long distance be-
havior of these correlations as a function of V for a par-
ticular value of the on-site interaction U is plotted in Fig.
4(b). As expected, the MI is characterized by non van-
ishing Parity “order”, the HI by string order, and the
DW phase by non decaying density correlations. The fi-
nite value of the string and parity correlations seen in
the figure at the MI-HI critical point is due to the finite
system size (L = 256). The field theoretical analysis pre-

dicts power-law decay of these correlation functions with
a non universal power α, which is directly related to the
decay exponent ν of the single particle density matrix via
the relation α = 1/(4ν). Along the line of critical points
separating the HI and MI phases the exponents are pre-
dicted to run in the range 1/4 < ν < 1. These predictions
are consistent with the power-law fits of the relevant cor-
relation functions at the critical point, as presented in
Fig. 5 (See explanation below on how the critical point
is located in the calculations).

In addition to ground state correlations we compute
the gap to “charged” and “neutral” excitations. The
neutral excitation gap ∆n is obtained by targeting the
lowest excitation in the sector with exactly n̄ = 1 par-
ticles per site. The “charge” gap is defined by ∆c =
E0(+1)+E0(−1)−2E0(0), where E0(±1) are the ground
state energies of the system with one more/less parti-
cle. There is an interesting complication in extracting
the bulk gap in the HI phase. For open boundary condi-
tions this phase supports low energy edge excitations. We
can identify these states by inspecting the density pro-
file of the wave functions. The appearance of the edge
states coincides with the transition to the HI phase and
facilitates the most precise determination of the transi-
tion point in a finite system. In most cases, however, we
are interested in the bulk properties. To extract the bulk
“charge” and “neutral” gaps, we lift the edge excitations
to high energy by applying a sufficiently strong field at
the edges: Vedge(δn1−δnL). The gaps are plotted in Fig.
4(c) for a cut of the phase diagram at constant U/t = 6.
It is seen that both the “charge” and “neutral” gaps van-
ish at the transition from the MI to the HI phase. On
the other hand only the “neutral” gap vanishes at the
transition from the HI to the DW phase.

2

boson occupation number per site is increased beyond
4. The 1/r3 interactions was included up to the next
nearest neighbor range. Open boundary conditions were
used, and opposite external chemical potentials were ap-
plied on the first and last site in order to lift the ground
state degeneracy in the HI and DW phases.

The phase diagram of (1) in the (U, V ) plane is shown
in Fig. 1. The nature of the phases in the DMRG simula-
tion was elucidated by a direct calculation of the ground
state correlation functions:

RSF (|i − j|) =
〈

b†ibj

〉

(2)

RDW (|i − j|) = (−1)|i−j| 〈δniδnj〉 (3)

Rstring (|i − j|) =
〈

δnie
iπ

Pj
k=i

δnkδnj

〉

(4)

Here δni ≡ ni − n̄. The superfluid phase is character-
ized by a power law decay of RSF ∝ |i − j|−1/2K with
Luttinger parameter K ≥ 2. In the MI phase, all the
correlation functions decay exponentially to zero. In the
DW phase RDW (|i − j|) approaches a constant at long
distances (note that also Rstring (|i − j|) → const. (= 0),
and the lattice translation symmetry is spontaneously
broken. In analogy to the S = 1 XXZ chain11,12,14,15,
we expect the appearance of another phase (the Haldane
phase) between the MI and DW phases. This phase is
characterized by Rstring (|i − j|) → const. (= 0, while the
DW correlations decay exponentially. Unlike the den-
sity wave phase, this phase does not break the lattice
translation symmetry. It does, however, break a hidden
Z2 symmetry related to the string order parameter12,16.
Fig. 2(a) presents an example of how the phase bound-
aries were determined: we show the string and DW order
parameters (defined as the square root of the asymptotic
values of the corresponding correlation functions) as a
function of V along the line U = 6t. The phase tran-
sitions from MI to HI and from HI to DW are clearly
visible and seem to be of second order.

The phase diagram does not change qualitatively if we
keep only the nearest neighbor interactions in (1). How-
ever, further range interactions act to frustrate the DW
order and thereby widen the domain of the HI phase. We
note that previous DMRG studies of the Bose-Hubbard
model with nearest neighbor interaction [17] did not look
for the string correlations and therefore did not find the
subtle HI phase.

In addition to the ground state, the energies of the
first few excited states were calculated. The gap to the
first excited state with the same number of particles as

the ground state, ∆0 = E(1)
δn=0 − E(0)

δn=0, was calculated
by targeting also the first excited state in the DMRG
calculation. Here δn is the number of particles relative to
a state with exactly n̄ = 1 particles per site. The charge

gap of the system ∆1 = E(0)
δn=1 + E(0)

δn=−1 − 2E(0)
δn=0 was

calculated by targeting the ground states of the δn = ±1
sectors.

The gaps ∆0, ∆1 along the line U = 6t in the (U, V )
plane are shown in Fig. 2(b). At the transition point
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FIG. 1: Phase diagram of the hamiltonian (1) in the (U,V )
plane, obtained from DMRG. The phases that appear in the
diagram are: Superfluid (SF,o), Mott insulator (MI,!), den-
sity wave (DW,x) and Haldane insulator (HI,!). INSET:
density wave (dashed line) and string (solid line) correlations
at a particular (U,V ) point (see (3,4)). This point is in the
HI phase, as can be seen from the fact that string correlations
do not decay, whereas DW correlations decay rapidly.

between the MI and HI phases, both ∆0 and ∆1 vanish,
while at the transition between the HI and DW phases
only ∆0 vanishes. This indicates that both transitions are
second order, but the nature of the critical excitations at
the transition is different.

In the MI phase, the lowest excitations are particle
and hole excitations. This is clear from the fact that
∆1 = ∆0, i.e., the first excitation with δn = 0 is an
unbound particle-hole pair. The gaps to these particle
and hole excitations vanish at the transition to the HI.
The Haldane phase displays another low-energy excita-
tion. In a certain region of the phase diagram ∆0 goes
below the charge gap indicating the presence of a gen-
uine neutral mode with δn = 0. In Fig. 2(b) the crossing
point between the two states is clearly seen as a cusp
in the ∆0 curve near the middle of the HI phase region.
At the transition to the DW phase, only the neutral gap
vanishes. The presence of the neutral mode seems to be
characteristic of the Haldane phase, and can be used to
detect it, as will be discussed below.

Experimental detection – In the numerical simulation
we were able to establish the presence of the string or-
dered insulating phase HI by measuring the non local
ground state correlations (4) directly. By contrast, exper-
imental probes naturally couple to local operators, such
as the charge density. Our detection strategy will focus
on probes of the excitation spectrum, which may exhibit
distinct (albeit indirect) signatures of the HI phase.

Let us consider in some detail the response to paramet-
ric excitation of the optical lattice. This technique was
used successfully to probe the excitations in both the MI

Haldane order:

See also: Berg, Dalla Torre, Giamarchi, 
Altman, cond-mat/08032851.

 Hidden order indicated by:
 Neutral/charged gaps.
 ‘String-order parameter’.

4

fermions of the 1 + 1 dimensional Ising model at critical-
ity.

We remark that the precise values of the coupling con-
stants as a function of the microscopic parameters are not
simple to derive. The field theory (6) should be used to
obtain the universal behavior of the system near the crit-
ical points which describe the quantum phase transitions,
not to find the precise location of phase boundaries.

B. The string and parity order parameters

What is the physical distinction between the different
insulating phases? It was shown in Ref. [5] that the HI
phase of bosons is characterized by a non decaying string
correlation function

O2
S ≡ lim

|i−j|→∞

〈

δni exp



iπ
∑

i≤k<j

δnk



 δnj

〉

. (12)

Here δni ≡ ni − n̄ is the deviation from the average (in-
teger) filling n̄. In section III we show that the MI phase
is characterized by a different non local correlation func-
tion, which will be termed the “parity” correlation func-
tion

O2
P ≡ lim

|i−j|→∞

〈

exp



iπ
∑

i≤k<j

δnk





〉

. (13)

For the sake of convenience, we define the parity and
string operators

ÔP (j) = exp



iπ
∑

k<j

δnk



 (14)

ÔS (j) = ÔP (j) δnj , (15)

such that O2
P = lim|i−j|→∞

〈

ÔP (i) ÔP (j)
〉

and O2
S =

lim|i−j|→∞

〈

ÔS (i) ÔS (j)
〉

.

FIG. 2: Typical configurations in the HI (a) and MI (b)
ground states. The numbers represent δn (the deviation of
the local occupation from the average density). The HI can
be described as a charge ordered +,−, +, ... state with an un-
determined number of 0 sites between each + and −. The MI
is a dilute gas of particle-hole pairs (indicated by the dotted
line).

A simple interpretation of these correlations is illus-
trated in Fig. 2. In both phases the ground state con-
sists of configurations with most sites having precisely
the average occupation, but also some particle and hole
fluctuations. The parity OP order in the MI phase im-
plies that the fluctuations in this ground state are bound
particle-hole pairs. On the other hand, the string order
in the HI phase implies that a “renormalized” chain with
all non fluctuating δni = 0 sites taken away would have
density wave order (particle and hole fluctuations alter-
nating along the chain).

Within the effective field theory the HI and MI seem
to differ only in the expectation value of the field φ+

which is pinned in each of these phases. It is interesting
to relate this distinction to the string and parity corre-
lations that characterize the two phases. Since both or-

der parameters contain the factor exp
(

iπ
∑

i<k<j δnk

)

,

we may naively expect their bosonized forms to con-
tain exp [iφ+ (x)], since

∑

i<k<j δnk → 1
π

∫ xj

xi
dx∂xφ+ =

1
π [φ+ (xj) − φ+ (xi)]. However, the exponential should
be symmetrized carefully to obtain a hermitian opera-
tor. In Appendix C, we argue for the following forms of
ÔS and ÔP in the bosonized theory:

ÔS(x) ∼ sin (φ+ (x)) (16)

ÔP (x) ∼ cos (φ+ (x)) (17)

Here the form of (16) was postulated on the basis of
symmetry. For a more microscopic derivation see Refs.
[25,28].

The above expressions for the string and parity cor-
relations are consistent with the respective phases de-
rived from Eq. (7,8). The MI phase corresponds to
g1 < 0, which implies a non vanishing expectation value
of the parity operator 〈cos (φ+ (x))〉 '= 0. The fact
that φ+ is locked to 0 or π in this phase is consistent
with the particle density being concentrated on the lat-
tice sites, as in the cartoon product state |ΨMI 〉 ∼
∏

j b†j | 0 〉 . In the HI phase on the other hand g1 > 0, so
that〈sin (φ+ (x))〉 '= 0 and therefore non vanishing string
order. Here φ+ is locked to π/2 or 3π/2, which implies a
shift of the particles by half a lattice constant compared
with the MI, that is, the density is centered on the links
rather than the lattice sites. This is captured by the car-
toon wave function |ΨHI 〉 ∼

∏

j(b
†
j + b†j+1) | 0 〉 , which

is closely analogous to the AKLT state that describes a
valence bond solid in spin-1 chains.

C. Coupling to symmetry breaking perturbations

A realization of the phases described above with ultra-
cold atoms would open up new ways to probe the nature
of string and parity orders by how they react to different
perturbations. Interestingly, we shall see that in spite
of being highly non local, the string and parity operators



 Hidden order and NLσΜ 
Fluctuations around the ‘Neel order’:

Amico, Cataliotti, Mazzarella, Pasini 2008

tp and tc do not appear in the field theory (see Affleck NPB 1985-86).

Integrability manifests in  restrictions on the coefficients.

S=1 λ-D model (From Pasini, Ph.D thesis; Campos Venuti et al 2006)



 Hidden order and NLσΜ 
Amico, Cataliotti, Mazzarella, Pasini 2008

Integrability:

Non integrable case: 1/S expansion of the λ-D model. 



Skematic Phase Diagram

The two gaps play the role of the masses of 
the particles of an ‘anisotropic Haldane triplet’. 

Amico, Cataliotti, Mazzarella, Pasini 2008

Saddle point   &



Conclusions
The effective model beyond the Bose-Hubbard. 
-Integrability for certain restrictions on the 
coefficients 

By exact means spin and bosonic paradigms are 
related. Charged/Neutral gap like Singlet/triplet 
gaps, breaking of the Z2xZ2 symmetry.

NLσM, Haldane insulator. Phase diagram.

Amico, Cataliotti, Mazzarella, Pasini arXiv:0806.2378.



Suggestions for the 
experimental detection

Idea: apply periodic modulation of the lattice

Dalla Torre, Berg, Altman 2007. 

Lattice modulation couple to 
the neutral excitation.

Other ideas:
1.Bragg spectroscopy?
2.Spin diffusion in closed lattice?
3.........



Spin diffusion: Open
Open boundaries: washboard potential.
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fermions of the 1 + 1 dimensional Ising model at critical-

ity.
We remark that the precise values of the coupling con-

stants as a function of the microscopic parameters are not

simple to derive. The field theory (6) should be used to

obtain the universal behavior of the system near the crit-

ical points which describe the quantum phase transitions,

not to find the precise location of phase boundaries.

B. The string and parity order parameters

What is the physical distinction between the different

insulating phases? It was shown in Ref. [5] that the HI

phase of bosons is characterized by a non decaying string

correlation function

O 2
S ≡ lim|i−j|→∞

〈

δni exp



iπ
∑

i≤k<j

δnk



δnj

〉

. (12)

Here δni ≡ ni − n̄ is the deviation from the average (in-

teger) filling n̄. In section III we show that the MI phase

is characterized by a different non local correlation func-

tion, which will be termed the “parity” correlation func-

tion

O 2
P ≡ lim|i−j|→∞

〈

exp



iπ
∑

i≤k<j

δnk





〉

.
(13)

For the sake of convenience, we define the parity and

string operators

ÔP (j) = exp



iπ
∑

k<j

δnk





(14)ÔS (j) = ÔP (j) δnj ,

(15)

such that O2
P = lim|i−j|→∞

〈

ÔP (i) ÔP (j)
〉

and O2
S =

lim|i−j|→∞
〈

ÔS (i) ÔS (j)
〉

.

FIG. 2: Typical configurations in the HI (a) and MI (b)

ground states. The numbers represent δn (the deviation of

the local occupation from the average density). The HI can

be described as a charge ordered +,−,+, ... state with an un-

determined number of 0 sites between each + and −. The MI

is a dilute gas of particle-hole pairs (indicated by the dotted

line).

A simple interpretation of these correlations is illus-

trated in Fig. 2. In both phases the ground state con-

sists of configurations with most sites having precisely

the average occupation, but also some particle and hole

fluctuations. The parity OP order in the MI phase im-

plies that the fluctuations in this ground state are bound

particle-hole pairs. On the other hand, the string order

in the HI phase implies that a “renormalized” chain with

all non fluctuating δni = 0 sites taken away would have

density wave order (particle and hole fluctuations alter-

nating along the chain).
Within the effective field theory the HI and MI seem

to differ only in the expectation value of the field φ+

which is pinned in each of these phases. It is interesting

to relate this distinction to the string and parity corre-

lations that characterize the two phases. Since both or-

der parameters contain the factor exp
(
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i<k<j δnk

)

,

we may naively expect their bosonized forms to con-

tain exp [iφ+ (x)], since ∑

i<k<j δnk → 1
π

∫

xj

xi
dx∂xφ+ =

1
π [φ+ (xj )− φ+ (xi)]. However, the exponential should

be symmetrized carefully to obtain a hermitian opera-

tor. In Appendix C, we argue for the following forms of

ÔS and ÔP in the bosonized theory:ÔS (x) ∼ sin (φ+ (x))

(16)
ÔP (x) ∼ cos (φ+ (x))

(17)

Here the form of (16) was postulated on the basis of

symmetry. For a more microscopic derivation see Refs.

[25,28].
The above expressions for the string and parity cor-

relations are consistent with the respective phases de-

rived from Eq. (7,8). The MI phase corresponds to

g1 < 0, which implies a non vanishing expectation value

of the parity operator 〈cos (φ+ (x))〉 '= 0. The fact

that φ+ is locked to 0 or π in this phase is consistent

with the particle density being concentrated on the lat-

tice sites, as in the cartoon product state |ΨMI 〉 ∼

∏

j b †
j | 0 〉 . In the HI phase on the other hand g1 > 0, so

that〈sin (φ+ (x))〉 '= 0 and therefore non vanishing string

order. Here φ+ is locked to π/2 or 3π/2, which implies a

shift of the particles by half a lattice constant compared

with the MI, that is, the density is centered on the links

rather than the lattice sites. This is captured by the car-

toon wave function |ΨHI 〉 ∼ ∏

j (b †
j + b †

j+1 ) | 0 〉 , which

is closely analogous to the AKLT state that describes a

valence bond solid in spin-1 chains.
C. Coupling to symmetry breaking perturbations

A realization of the phases described above with ultra-

cold atoms would open up new ways to probe the nature

of string and parity orders by how they react to different

perturbations. Interestingly, we shall see that in spite

of being highly non local, the string and parity operators
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sists of configurations with most sites having precisely

the average occupation, but also some particle and hole

fluctuations. The parity OP order in the MI phase im-

plies that the fluctuations in this ground state are bound

particle-hole pairs. On the other hand, the string order

in the HI phase implies that a “renormalized” chain with

all non fluctuating δni = 0 sites taken away would have

density wave order (particle and hole fluctuations alter-

nating along the chain).
Within the effective field theory the HI and MI seem

to differ only in the expectation value of the field φ+

which is pinned in each of these phases. It is interesting

to relate this distinction to the string and parity corre-

lations that characterize the two phases. Since both or-

der parameters contain the factor exp
(

iπ ∑

i<k<j δnk

)

,

we may naively expect their bosonized forms to con-

tain exp [iφ+ (x)], since ∑
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π

∫
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xi
dx∂xφ+ =

1
π [φ+ (xj )− φ+ (xi)]. However, the exponential should

be symmetrized carefully to obtain a hermitian opera-

tor. In Appendix C, we argue for the following forms of

ÔS and ÔP in the bosonized theory:ÔS (x) ∼ sin (φ+ (x))

(16)
ÔP (x) ∼ cos (φ+ (x))

(17)

Here the form of (16) was postulated on the basis of

symmetry. For a more microscopic derivation see Refs.

[25,28].
The above expressions for the string and parity cor-

relations are consistent with the respective phases de-

rived from Eq. (7,8). The MI phase corresponds to

g1 < 0, which implies a non vanishing expectation value

of the parity operator 〈cos (φ+ (x))〉 '= 0. The fact

that φ+ is locked to 0 or π in this phase is consistent

with the particle density being concentrated on the lat-

tice sites, as in the cartoon product state |ΨMI 〉 ∼

∏

j b †
j | 0 〉 . In the HI phase on the other hand g1 > 0, so

that〈sin (φ+ (x))〉 '= 0 and therefore non vanishing string

order. Here φ+ is locked to π/2 or 3π/2, which implies a

shift of the particles by half a lattice constant compared

with the MI, that is, the density is centered on the links

rather than the lattice sites. This is captured by the car-

toon wave function |ΨHI 〉 ∼ ∏

j (b †
j + b †

j+1 ) | 0 〉 , which

is closely analogous to the AKLT state that describes a
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A realization of the phases described above with ultra-
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particle-hole pairs. On the other hand, the string order

in the HI phase implies that a “renormalized” chain with

all non fluctuating δni = 0 sites taken away would have

density wave order (particle and hole fluctuations alter-

nating along the chain).
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lations that characterize the two phases. Since both or-

der parameters contain the factor exp
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,
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+

Current would be strongly dependent from the 
lenght of the chain.



Spin Diffusion: PBC
Condensate in ring-shaped potential.

The current is exponentially 
suppressed and becomes 
sinusoidal.

Magnetization current. 
(Shutz, Kollar Kopietz PRB 2004)
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